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a b s t r a c t

To analyze the cause of the destruction of thin, carbon-backed lithium fluoride targets during a mea-
surement of the fusion of 7Li and 17O, we estimate theoretically the lifetimes of carbon and LiF films due
to sputtering, thermal evaporation, and lattice damage and compare them with the lifetime observed in
the experiment. Sputtering yields and thermal evaporation rates in carbon and LiF films are too low to
play significant roles in the destruction of the targets. We estimate the lifetime of the target due to lattice
damage of the carbon backing and the LiF film using a previously reported model. In the experiment,
elastically scattered target and beam ions were detected by surface silicon barrier (SSB) detectors so that
the product of the beam flux and the target density could be monitored during the experiment. The areas
of the targets exposed to different beam intensities and fluences were degraded and then perforated,
forming holes with a diameter around the beam spot size. Overall, the target thickness tends to decrease
linearly as a function of the beam fluence. However, the thickness also exhibits an increasing interval
after SSB counts per beam ion decreases linearly, extending the target lifetime. The lifetime of thin LiF
film as determined by lattice damage is calculated for the first time using a lattice damage model, and the
calculated lifetime agrees well with the observed target lifetime during the experiment. In experiments
using a thin LiF target to induce nuclear reactions, this study suggests methods to predict the lifetime of
the LiF film and arrange the experimental plan for maximum efficiency.
© 2022 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Thin solid-state targets are used worldwide to strip ions or
induce nuclear reactions in experiments with accelerated ion
beams. However, they have a limited lifetime due to degradation,
thereby decreasing the overall performance of experiments.
Yntema and Nickel contributed significantly by devising a model
for the destruction of thin targets under heavy ion beam
bombardment [1]. Lebedev developed Yntema and Nickel's model
by Elsevier Korea LLC. This is an
and predicted fairly accurately lifetimes for thin carbon targets
according to their properties [2]. Currently, this model is widely
used at accelerator facilities to predict the lifetimes of thin carbon
targets, thereby maximizing experimental performance. However,
although studies on the failure of carbon have been intensively
conducted, studies on the failure of other target materials are
insufficient. Recently, cases of failures of various materials such as
beryllium, aluminum, titanium irradiated with high intensity and
energy have been reported at FermiLab and the Spallation Neutron
Source (SNS) in the USA and Japan Proton Accelerator Research
Complex (J-PARC) in Japan [3,4]. With the development of particle
accelerators, further studies on the degradation processes of
various materials are required to improve the performance and
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reduce the cost of experiments. An experiment was conducted at
the EMMA facility of TRIUMF [5] to investigate the possible influ-
ence of a reaction on the astrophysical s-process. To indirectly study
the states populated in the 17O(a, g)21Ne reaction at astrophysical
energies, a thin solid-state lithium fluoride (LiF) target on a carbon
backing was used to populate states in 21Ne through the
7Li(17O,t)21Ne reaction with 17O beams accelerated to 68 MeV at
ISAC-II [6]. During the experiment, all the targets exhibited degra-
dation and perforations. Consequently, we were unable to fully
optimize the execution of the experiment within the scheduled
time. Here, we investigate the cause of the destruction of the car-
bon backing foils and thin LiF films to predict the lifetimes of such
targets in subsequent similar experiment. LiF targets are often used
to study nuclear reactions and populate excited states of radioac-
tive nuclei in nuclear physics experiments. However, there are no
studies on the degradation and lifetimes of thin LiF films irradiated
by heavy ion beams. The lifetime of thin LiF films is estimated
theoretically by calculating sputtering, thermal evaporation and
lattice damage following the method described by Nickel [1]. In the
experiment, the degradation and the change of target thickness
were monitored by a silicon surface barrier (SSB) detector installed
at 20� with respect to the beam axis to detect scattered beam and
target ions. The calculated lifetime of the target is compared with
the lifetime obtained from the experiment. Despite the long life-
time of the carbon backing, perforations occurred in all the targets
after a relatively short time interval that agrees well with the
calculated lifetime of LiF film due to lattice damage.
2. Experimental settings

A 68 MeV 17O4þ beam with a 1 mm beam spot was impinged
perpendicularly on a thin LiF target with a carbon backing. Enriched
7Li19F films are deposited on amorphous carbon backing films.
Carbon backing and LiF film are positioned upstream and down-
stream, respectively. The areal density (mass thickness) of the LiF
and carbon backing films are 100 mg/cm2 and 30 mg/cm2, respec-
tively. Three identical target samples (#1, #2 and #3) were used in
the experiment. The area of each target onto which the beam was
directed is divided into three separate spots: left, center, and right.
The targets are mounted on stainless steel target frames, which are
attached to a rotatable target wheel in a target chamber under
10�6 Torr vacuum. A SSB detector with a round collimator of 3 mm
diameter is mounted 20� from the beam direction 54 mm from the
center of the target tomonitor elastically scattered beam and target
ions so as to monitor the beam flux and target content degradation
for the duration of the experiment. Here, the time rate of SSB counts
R, defined as the number of scattered beam ion or target nuclei per
unit time detected by the SSB detector, depends linearly on the
product of beam intensity and target thickness, as expressed in
Equation (1):

R¼ I
�
ds
dU

�
lab

DUrDx; (1)

where I,
�
ds
dU

�
lab

, DU, r, and Dx represent the beam intensity, dif-

ferential elastic scattering cross section, solid angle subtended by
the SSB detector, target mass density, and target thickness,
respectively. As the differential elastic scattering cross section and
solid angle do not vary with time, the SSB counts per incident beam
ion, defined as R/I, is proportional to the areal mass density of the
target rDx. Therefore, we can determine how much the density or
thickness has been reduced by degradation in the irradiated area. A
Faraday cup inside the target chamber was periodically maneu-
vered into the beam path to measure the beam current. During the
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experiment, the measured currents ranged from approximately 1.0
to 6.6 nA corresponding to 1.6 � 109 to 1.0 � 1010 ions/s.
3. Target lifetime investigation

The lifetime of a solid target bombarded with heavy ions can be
determined through sputtering, thermal evaporation and lattice
damage caused by radiation [1]. Simple theoretical explanations
and calculation results for sputtering, thermal evaporation, and
lattice damage are provided below.
3.1. Thermal evaporation

The target temperature must be first determined to obtain the
target lifetime. This is because, the target temperature affects not
only the lifetime with respect to evaporation but also the lifetime
with respect to lattice radiation damage. Heating of the target foil
by a heavy ion beam limits the lifetime owing to the evaporation of
target atoms in the vacuum even at the target temperature below
the melting point. The lifetime tE of the thin targets with respect to
Ref. [1] evaporation can be expressed as:

tEz
N0d

3 � 2VðTÞ : (2)

Here N0 and d are the atomic number density and target thick-
ness, respectively. V(T) is the evaporation rate of target atoms (or
molecules) per unit area as a function of the target temperature T
[7]. Based on the experimental conditions shown in Fig. 1(a), which
shows constant energy deposition along the beam direction (the z-
axis) in eachmaterial, the temperature is determined by calculating
the energy deposition per unit mass per incident ion in the carbon
and LiF films as a function of target depth (z) and radial distance
from the beam axis (r), using the Monte Carlo code FLUKA [8].
Within each material, the energy deposition as a function of radial
distance is essentially identical for any position on the z-axis, and is
shown in Fig. 1(b).

Using the data from the energy deposition as a function of the
radial distance from the beam axis, the temperature of the carbon
and LiF films is expressed as a function of radial distance through
steady-state thermal analysis using ANSYS (Ansys® Academic
Research Mechanical, Release 20.1), as shown in Fig. 2. The beam
intensity is assumed to be 1.0 �1010 ions/s, which is the largest
value used in the experiment. As the target is under high vacuum,
we assume that heat is transferred through thermal conduction
and radiation only, excluding convection. The thermal conductivity
and specific heat used in the calculation are 13.39 W/mK and 1.5 J/
gK, respectively, for LiF [9e11] and 1.16 W/mK and 2 J/gK, respec-
tively, for carbon [12,13]. The emissivities of LiF and carbon are 0.5
and 0.8, respectively [14,15]. Fig. 2 shows that the temperature as a
function of the radial distance from the beam axis of the carbon and
LiF films are almost identical to each other, and the functions are
independent of z (depth) because of thermal conduction. The
maximum internal temperatures at the center of the beam spot
(r ¼ 0) of carbon and LiF are 58.16 and 58.10 �C, respectively.

The maximum thermal sublimation (evaporation) flux VðTÞ at
the surface of the LiF and carbon films are calculated under the
experimental conditions using the following HertzeKnudsen
equation [16]:

VðTÞ¼ NAPvðTÞ
ð2pMRTÞ1=2

: (3)

Here NA, Pv, M and R are the Avogadro number, the vapor
pressure, the molecular mass and the gas constant, respectively.



Fig. 1. (a) 2D map of the deposited energy per unit mass per 68 MeV 17O ion. In the z direction, carbon and LiF are in the 0e30 and 30e130 mg/cm2 areal density (mass thickness)
range, respectively. (b) Energy deposition on the carbon and LiF film planes normal to the beam as a function of the radial distance.

Fig. 2. Temperature of carbon and LiF films as a function of radial distance. The
background temperature is 22 �C and the mass densities of LiF and Carbon are 2.635 g/
cm3 and 2.2 g/cm3, respectively.
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The vapor pressure Pv for the solid forms of carbon and LiF as a
function of temperature can be calculated with the aid of the
following empirical equation [17]:

log PvðTÞ¼A� B
T

: (4)

Here A and B are the substance-specific coefficients. These co-
efficients for carbon are obtained by fitting the values from the CRC
Handbook of Chemistry and Physics [18] and the coefficients for LiF
obtained from Ref. [19] are listed in Table 1. Pv at the maximum
Table 1
Coefficients and vapor pressure of the empirical equation.

Carbon LiF

A 13.51 ± 0.01a 8.89 ± 0.140a

B 41548.71 ± 34.65a 14865 ± 149a

PvðTÞ [Torr] (1.26 ± 0.37) � 10�112, (1.04 ± 1.12) � 10�36,
When T is 58.16 �C (331.32 K) When T is 58.10 �C (331.26 K)

a Standard error of estimate.
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temperatures for carbon and LiF are calculated and listed in Table 1,
as well.

At the given temperature, the maximum thermal sublimation
fluxes V at the center (r ¼ 0) of each surface (one side for carbon,
the other surface for LiF) are calculated as ð5:28±1:53Þ � 10�95 for
carbon and ð2:94±3:19Þ� 10�9/s�cm2 for LiF. Both V are extremely
low values in which the total number of sublimated atoms (or
molecules) per second at both surfaces within the beam size
(r ¼ 0.05 cm) are much less than 1 s�1. The lifetimes of carbon and
LiF with respect to thermal evaporation are calculated using
equation (2). N0d is considerably larger than VðTÞ, so the lifetimes
of both are too long to consider thermal evaporation significant.
Therefore, thermal evaporation does not affect the target lifetime
under the experimental conditions.
3.2. Sputtering and target lifetime

Sputtering is the erosion of solid and liquid surfaces under en-
ergetic particle bombardment. Erosion rates are characterized pri-
marily by the sputtering yield (Y), which is defined as the mean
number of emitted atoms per incident particle. A target atom is
sputtered when the kinetic energy associated with its motion
normal to the surface is larger than the surface binding energy. The
lifetime tS of a thin target as determined by sputtering yield Y, can
be approximated as follows [1]:

tSz
N0d

3 � Y4 (5)

where 4 represents flux density of the bombarding particles aver-
aged over time. The target thickness d is assumed to be sufficiently
thin enough to make multiple scattering insignificant. To calculate
the sputtering yield, nuclear, electronic, and chemical sputtering
are considered. For the energies of incident ions in the 100 eV to the
keV range, sputtering is mainly caused by atomic collision cascades
(nuclear sputtering, Sn) between the incoming particles and the
atoms in the surface layers of a solid. This sputtering from the
collisions is generally different from the evaporation in thermal
equilibrium. Nuclear sputtering has been studied and well
described by Sigmund's theory [20]. Monte Carlo codes such as
TRIM [21], MARLOWE [22], TRIM.SP [23], TRIM-CASCADE [24],
TRIDYN [25], and ACAT [26] have provided a quantitative under-
standing of sputtering caused by collisional cascades in the nuclear
stopping regime. For perpendicular incidence of heavy ions in the
MeV energy region, the transmission sputtering (and back
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sputtering) yield Yn from a target can be written,

Yn ¼LFDðx; EÞ;L¼0:042
.�

NU�A
2�

(6)

Here, x is the target depth, and E is the energy of the incident
ion, and L is a material factor that contains the property of the
target material and state of the surface. N is the atomic density of

the target (in atoms/ �A
3
), and U is the surface binding energy.

FD(x,E) is the nuclear energy deposited per unit length depending
on the type, energy and direction of the incident ion (z-axis di-
rection), as well as the atomic number, mass and density of the
target.

FDðx; EÞ¼aNSnðx; EÞ; (7)

where a is a correction factor, which is a function of the mass ratio
between the projectile and target atoms, and Sn(x,E) is the nuclear
stopping cross-section at energy E. Under the experimental con-
ditions employed in this study, nuclear stopping powers in carbon
film and LiF film are 6.23 � 10�1 and 6.21 � 10�1 eV/nm which are
obtained from SRIM [27], respectively. The nuclear sputtering
yields (sum of back and transmission sputtering) in both carbon
and LiF films, which are calculated using TRIM, were found to be
negligible. For higher energies (>1 A MeV), the energy deposited
through ionization and electronic excitation in electrons plays a
major role in surface erosion, which is referred to as electronic
sputtering, Se [28]. In the electronic loss regime, where the slowing
down of ions is governed by electronic stopping rather than nuclear
stopping, Sigmund's theory fails to explain the large increase in
sputtering yield. Although there are several mechanisms for
explaining electronic sputtering such as a Coulomb explosion [29],
thermal spike [30], shock wave [31], a combination of Coulomb
explosion and thermal spike [32] and inelastic thermal spike (i-TS)
models [30,33e35], the electronic sputtering process is still under
study. In particular, the i-TS model best explains observed elec-
tronic sputtering yields quantitatively [36]. According to the i-TS
model, the incident ion energy is first deposited along the ion path
in the electron subsystem of the target and shared with electrons
within 10�15 s. Then, the energy is rapidly transferred to the atomic
(or lattice) subsystem via electron-phonon coupling, inducing a
transient increase of the lattice temperature around the ion tra-
jectory. Thermal equilibrium in the lattice is reached after about
10�12 � 10�10 s. The heat diffusion in the electron and lattice sub-
systems is described by two coupled differential equations in a
cylindrical geometry [37]:

CeðTeÞ vTe
vt

¼ 1
r

v

vr

�
rKeðTeÞ vTe

vr

�
� gðTe � TaÞ þ Aðr; tÞ;

rCaðTaÞ vTa
vt

¼1
r

v

vr

�
rKaðTaÞ vTa

vr

�
þ gðTe � TaÞ; (8)

where r and t are the radial distance from the ion trajectory and
time, respectively. Te,a, Ce,a and Ke,a denote temperature, specific
heat, and thermal conductivity of the electronic and lattice sub-
systems, respectively. A(r,t) is the initial energy distribution on the
electrons, which is dependent on the incident ion velocity [38]. g is
the electron-phonon coupling for the femtosecond-scale deposi-
tion of energy from the electronic system to the lattice system. The
two coupled equation (8) are numerically solved as a function of
radial distance and time using an explicit method. Several param-
eters necessary for the calculation (Table 2) are obtained from
Refs. [9e12,39]. For both carbon and LiF, the speed of the incident
17O ion is constant along this path (the z-axis) perpendicular to
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each material plane because each film is thin enough for the inci-
dent ion to have a constant kinetic energy in the material. There-
fore, each heat source A(r,t) is a z-independent function. Electronic
and lattice temperatures calculated in a plane perpendicular to the
incident 17O ion are constant along the ion path assuming the en-
ergy is not exchanged between two films. The temperature of the
lattice subsystem, Ta(r, t), of carbon and LiF as a function of radial
distance and time are depicted in Fig. 3. For the boundary condition,
the initial irradiation temperature is taken to be 331 K, obtained
from the steady-state thermal analysis done above.

Then, electronic sputtering is caused by evaporation from the
target surface atoms or clusters due to transient overheating of the
lattice in the region of the incident ion passage. This sputtering
increases significantly if the temperature in the surface is higher
than the melting or evaporation temperature. When numerical
estimation of Ta(r, t) is performed, the total electronic sputtering
yield Ye from the target surface can be determined by integrating
the local evaporation rate F as a function of Ta [40e42]:

Ye ¼
ð∞

0

dt
ð∞

0

FðTaðr; tÞÞ2prdr (9)

with

FðTaðr; tÞÞ¼N0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTaðr; tÞ
2pM

r
exp

� �U
kTaðr; tÞ

�
: (10)

Here k is Boltzmann constant and U is the surface binding en-
ergy, which is assumed to be the sublimation energy per evapo-
rated molecule or atom. The values of the sublimation energy for
carbon and LiF (Table 2) are obtained from Refs. [12,39], where the
sublimation energies are deduced through fitting the i-TS model to
experimental data. The calculated total electronic sputtering yields
from the surfaces of carbon and LiF film except for the interface
between two films where sputtering cannot occur are 9.74 �10�4

and 4.87 � 10�7/s, respectively. And both are vanishingly small,
indicating that electronic sputtering cannot influence the lifetime.
Sputtering can be increased or reduced when the incident ions
chemically bond with the atoms of the target material; this type of
sputtering is called chemical sputtering [43]. Under the experi-
mental conditions, the bombardment of carbon with energetic
oxygen ions results in a chemical erosion in the form of volatile CO
and CO2. The erosion yield of carbon during oxygen ion impinge-
ment on carbon is approximately 1, irrespective of temperature and
incident ion energy [44]. Nuclear, electronic, and chemical sput-
tering yields are relatively small; hence, the lifetime tS of a target
with respect to sputtering need not be considered.
3.3. Radiation damage and target lifetime

The energy loss of energetic heavy ions caused by elastic atomic
collisions with target atoms, which is called nuclear stopping po-
wer (dE/dx)n, can lead to atom displacements in solid-state targets.
The displacements per atom (DPA) unit is commonly used to
measure the amount of radiation damage. Radiation damage can
change the mechanical properties of the irradiated material and
limit the lifetime of targets. Nickel et al. (1969) suggested the life-
time tD of thin targets with respect to lattice damage and stress [1]
could be estimated via:

tDz
N0

2 _ND
: (11)

Here _ND is the rate of atomic displacements per unit volume



Table 2
Main parameters for the calculation using i-TS model.

Parameters Carbon [12] LiF [39]

Electron-phonon coupling (W/cm3/K) 1.0 � 1014 1.4 � 1013

Electronic specific heat (J/cm3/K) 1 1
Electronic thermal conductivity (W/cm/K) 2 2
Lattice specific heat (J/g/K) 2 1.52 þ 0.18[((Ta/300)2.785-1)/((Ta/300)2.785þ0.18/1.52)]a

Lattice thermal conductivity (W/cm/K) 0.02 39.52/Tab

Sublimation energy (eV) 2 1.3

a Lattice specific heat is a function of temperature Ta in the solid state (T < 1120 K) [10,11].
b Lattice thermal conductivity is a function of temperature Ta in the solid state [9].

Fig. 3. Temperature of the lattice subsystem Ta(r, t) of (a) carbon and (b) LiF as a function of time at different radial distances in nm. The initial temperature is 331 K, the beam
energy 68 MeV, and the electronic stopping powers in carbon and LiF films obtained from SRIM [27] are 1.10 and 1.14 keV/nm, respectively. The temperatures of carbon and LiF
substantially differ due to differences in electron-phonon coupling.

Fig. 4. Displacements per unit volume per incident ion nD as a function of target depth
for carbon and LiF calculated using TRIM.
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caused by heavy ions. The lifetime calculated using Equation (11)
was in agreement with the measured values within an order of
magnitude at a low target temperature. With respect to carbon, if
more material properties of the target, such as ultimate strength,
elastic modulus, oscillation frequency of atoms, the conditions of
fastening, and temperature, are determined, the lifetime can be
more accurately predicted [45]. If the beam density is sufficiently
high to create a target temperature near themelting temperature, tS
and tE can be shorter than the lifetime tD for a thin target [1]. For the
estimation of the target's lifetime with respect to lattice damage
using equation (11), the displacement of atoms is calculated using a
TRIM Monte Carlo Calculation and _ND (displacements/cm3/s) for
each material can be derived. In the displacement calculation of
TRIM, the full damage cascade is used for the LiF film, whereas the
monolayer collision step is used for the carbon film. As the carbon
film is not sufficiently thick for the full damage cascade calculation,
the monolayer collision step is used. Displacement energies for LiF
and carbon are required to calculate the displacement using the
Monte Carlo simulation. Displacement energies of 1.40 eV for LiF
[46] and 21 eV for carbon [47] are used. Fig. 4 depicts the dis-
placements per unit volume per beam ion, nD, within the beam spot
size (diameter ¼ 1 mm) as a function of target depth.

The average displacements per volume per ion nD over the total
depth for the carbon and LiF films and the standard deviation of
their means are (5.63 ± 0.341) �106 and (9.48 ± 3.41) � 107 dis-
placements/cm3/ion, respectively. The difference in the displace-
ment energy induces a large difference in the average nD between
carbon and LiF. _ND can be obtained by multiplying nD by the beam
intensity. Finally, the lifetime determined with respect to lattice
damage using equation (11) can be expressed as a function of the
beam intensity as shown in Fig. 5.

4. Results and discussion

In the experiment, areas in the targets exposed to the different
923
intensities and fluences are degraded and perforated with holes of
approximately the beam spot size, which limits the measurement
of the 7Li(17O,t)21Ne reaction. The theoretically calculated lifetime
of the target is compared to the experimental lifetime which is the
period of use before disposal is shown in Table 3. In the theoretical
calculation of the target lifetime, the sputtering yields and thermal
evaporation rates in the LiF and carbon films are too low to be
considered. The calculated lifetime of the targets is determined by
only the lattice damage in the LiF film, not the carbon film because
of its long lifetime, as shown in Fig. 5. The LiF film seems to be
degraded due to lattice damage, and the moment the LiF film is
perforated or torn, the carbon film which was intact may also be



Fig. 5. Calculated lifetimes of carbon and LiF as a function of 17O beam intensity in the
beam spot (lines with uncertainties are shown by the gray bands). The lifetime of the
target is inversely proportional to beam intensity, and the lifetime of carbon film at a
time scale of hours is approximately 30 times longer than that of LiF film.

Fig. 6. Experimental time to rejection and calculated lifetime for thin LiF targets on
carbon backings.
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torn. Fig. 6 shows the calculated lifetime of each area is in good
agreement with the experimental time to rejection of the targets,
except for the case of sample#3 center. Because there is no clear
definition as to when the target must be discarded, in addition to
the error induced by Equation (11), some difference between
calculated and experimental lifetimes is expected.

Fig. 7 depicts plots for SSB counts per 17O beam ion versus beam
fluence for each area of the target samples. In the plots for sam-
ples#1 left and #2 center, the SSB counts per beam ion increase
suddenly when the fluences are approximately 2 and 3� 1016 ions/
cm2, respectively. These are the times the target wheel and target
frame are rotated to irradiate another target and then come back to
the original position to resume beam irradiation. However, the
target cannot return to the exact same original position where the
thickness decreases to some extent, which makes the thickness of
the target in the irradiated area thicker. Overall, the target thickness
tends to decrease linearly with the beam fluence. Normally, there is
no thickening caused by degradation of carbon at the beginning of
beam irradiation [48]. However, after the beams start to be injected
and the SSB counts per beam ion decreases linearly, it can be seen
that SSB counts per beam ion suddenly increases, that is, the
thickness and the lifetime of the target increase, as shown all the
plots in Fig. 7. This phenomenon can be explained by the following.
The thickness of the LiF film decreases linearly with the fluence due
to lattice damage. Once the LiF film is perforated or torn, the intact
carbon film is perforated as well. Then, the target loses tension, and
Table 3
Comparison between the calculated lifetime at the beam spot and the experimental tim

Sample#1 center Sample#1 right

Average intensity [ions/s] 3.90Eþ09 4.72Eþ09
Fluence [ions/cm2] 4.09Eþ16 4.82Eþ16
DPA [Displacements/atom] 5.55E-01 6.54E-01

±2.04E-01 ±2.23E-01
Experimental time to rejection [hours]c 22.8 22.3
Calculated lifetime [hours] 22.9 ± 8.2 18.9 ± 6.8

c Experimental time to rejection is the time it takes for the SSB count to reach 0, after
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the materials in the non-irradiated zone easily roll in or move into
the irradiated zone due to shrinkage, which is caused by the stress
brought by the lattice damage. For sample#1 (left), the SSB counts
per beam ion do not change as the fluence increases to 2 �1016

ions/cm2. This is because the high intensity (7.8 � 109 ions/s) of the
heavy ion beam at the beginning caused initial deformation and a
crack in thematerial as a consequence of the electrostatic attraction
[1] between the carbon film and the insulating LiF film. Thus, the
materials in the non-irradiated zone easily move into the irradiated
zone due to shrinkage.
5. Conclusions

LiF targets on carbon backings were bombarded with 17O
accelerated to 68 MeV for the measurement of the 7Li(17O, t)21Ne
reaction. All the targets were destroyed. Which limited the acqui-
sition of data during the experiment. We attempt to calculate the
lifetimes of thin LiF and carbon films determined through sput-
tering, thermal evaporation and lattice damage, and compare them
with the lifetimes obtained from the experiment. Although the
calculated lifetime of the carbon film is long enough not to be
replaced during the experiment, perforations occur in all the tar-
gets in the short time that agrees well with the theoretically
calculated lifetime of LiF film. Here, the lifetime of the target is
determined by lattice damage in LiF film. The lifetime of LiF film
determined by lattice damage is calculated for the first time using
the lattice damage model suggested by Nickel et al. (1969) [1]. The
result agrees well with the experimental value. This study
e to rejection of the targets.

Sample#1 left Sample#2 center Sample#2 right Sample#3 center

6.07Eþ09 5.35Eþ09 3.18Eþ09 5.39Eþ09
3.73Eþ16 4.34Eþ16 2.90Eþ16 1.19Eþ16
5.06E-01 5.89E-01 3.93E-01 1.61E-01
±1.82E-01 ±2.12E-01 ±1.41E-01 ±5.80E-02
13.4 17.7 19.9 4.8
14.7 ± 5.3 16.7 ± 6.0 28.1 ± 10.1 16.6 ± 6.0

which the target is replaced.



Fig. 7. SSB counts per 17O beam ion as a function of fluence for each irradiated area of
the target samples.

Y.H. Kim, B. Davids, M. Williams et al. Nuclear Engineering and Technology 55 (2023) 919e926
suggested methods for predicting the lifetimes of thin LiF films,
which are used to induce nuclear reactions, allowing for increased
experimental efficiency.
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