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#### Abstract

Numerous problems in science and engineering defined by nonlinear functional equations can be solved by reducing them to an equivalent fixed point problem. Fixed point theory provides essential tools for solving problems arising in various branches of mathematical analysis, such as split feasibility problems, variational inequality problems, nonlinear optimization problems, equilibrium problems, complementarity problems, selection and matching problems, and problems of proving the existence of solution of integral and differential equations. The theory of fixed is known to find its applications in many fields of science and technology. For instance, the whole world has been profoundly impacted by the novel Coronavirus since 2019 and it is imperative to depict the spread of the coronavirus. Panda et al. [24] applied fractional derivatives to improve the 2019-nCoV/SARS-CoV-2 models, and by means of fixed point theory, existence and uniqueness of solutions of the models were proved. For more information on applications of fixed point theory to real life problems, authors should (see [6, 13, 24] and the references contained in).
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## 1. INTRODUCTION

Numerous problems in science and engineering defined by nonlinear functional equations can be solved by reducing them to an equivalent fixed point problem. Fixed point theory provides essential tools for solving problems arising in various branches of mathematical analysis, such as split feasibility problems, variational inequality problems, nonlinear optimization problems, equilibrium problems, complementarity problems, selection and matching problems, and problems of proving the existence of solution of integral and differential equations. The theory of fixed is known to find its applications in many fields of science and technology. For instance, the whole world has been profoundly impacted by the novel Coronavirus since 2019 and it is imperative to depict the spread of the coronavirus. Panda et al. [24] applied fractional derivatives to improve the $2019-\mathrm{nCoV} / \mathrm{SARS}-\mathrm{CoV}-2$ models, and by means of fixed point theory, existence and uniqueness of solutions of the models were proved. For more information on applications of fixed point theory to real life problems, authors should (see $[6,13,24]$ and the references contained in).

Let $E$ be a real Banach space with its dual $E^{*}$. The Monotone Variational Inclusion Problem (MVIP) is to find $x^{*} \in E$ such that

$$
\begin{equation*}
0 \in(U+V) x^{*}, \tag{1.1}
\end{equation*}
$$

where $U: E \rightarrow E^{*}$ is a single-valued monotone mapping and $V: E \rightarrow 2^{E}$ is a multi-valued monotone mapping. We denote the set of solution of (1.1) by $\operatorname{MVIP}(U, V)=(U+V)^{-1}\left(0^{*}\right)$. MVIP (1.1) has received considerable attention due to its wide theoretical value in nonlinear analysis or optimization theory and wide spectrum of applications such as image reconstruction, machine learning and signal processing. It is also known that MVIP (1.1) has been an important tool for solving problems arising in mechanics, finance, applied sciences, among others (see [1, 2, 3, 5]). If $U=0$ in (1.1), we obtain the following Variational Inclusion Problem (VIP), which is to find $x^{*} \in E$ such that

$$
\begin{equation*}
0 \in V x^{*} . \tag{1.2}
\end{equation*}
$$

The classical method for solving MVIP (1.2) is the following forward-backward splitting method (see [1, 17, 29]): for any $x_{1} \in E$ and $\lambda>0$

$$
x_{n+1}=\operatorname{Res}_{\lambda}^{V} \circ U_{\lambda}\left(x_{n}\right), \forall n \geq 1,
$$

where $\operatorname{Res}_{\lambda}^{V}:=(I+\lambda V)^{-1}$ is the resolvent of $V, U_{\lambda}:=I-\lambda U$ where $I$ denotes the identity mapping on $E$. The forward-backward splitting method is known to include as special cases of the proximal point algorithm (PPA), (when $U=0$ ) and the gradient method, (see [15, 16]). However, from the numerical point of view, the weak convergence of this method is not desirable
and enough to make it efficient. Several results have been presented to solve MVIP in the framework of real Hilbert spaces. For instance, Zhang and Wang [35] introduced a contraction algorithm for solving MVIP (1.1) and proved that the sequence generated by their algorithm converges weakly to the solution of problem (1.1).

In the framework of real Hilbert space, Tianchai et al. [30] introduced the following iterative method for approximating solution of (1.1) and fixed point problem of a nonexpansive mappings: find $x_{0}, x_{1} \in C$ and let $\left\{x_{n}\right\} \subset C$ be generated by

$$
\left\{\begin{array}{l}
y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right), \\
x_{n+1}=S\left(\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) J_{\lambda_{n}}\right)\left(y_{n}-\lambda_{n} U y_{n}+e_{n}\right),
\end{array}\right.
$$

for all $n \in \mathbb{N}$, where $C$ is a nonempty, closed and convex subset of a real Hilbert space $H, U$ is an $\alpha$-inverse strongly monotone and $V$ is a maximal monotone operator on $H$ such that the domain of $V$ is included in $C$. Let $J_{\lambda_{n}}=(I+V)^{-1}$ be the resolvent of $V$ for $\lambda>0$ and $S: C \rightarrow C$ be a nonexpansive mapping. Then they proved that the sequence $\left\{x_{n}\right\}$ converges strongly to a point $x^{*}$ in their solution set. Also, Wei and Duan [33] extended the results of Lopez et al. [20] from uniformly convex and q-uniformly smooth Banach spaces to uniformly smooth and uniformly convex Banach spaces.

Furthermore, in the framework of p-uniformly convex real Banach spaces which are also uniformly smooth, Okeke and Izuchukwu [23] studied and analysed a Halpern iterative method for split feasibility problem and zero of the sum of two monotone operators and proved a strong convergence result for approximating the solution of the aforementioned problems when $U: E \rightarrow E^{*}$ is a single-valued nonlinear mapping and $V: E \rightarrow 2^{E^{*}}$ is a multi-valued mapping.

Very recently, Ogbuisi and Izuchukwu [22] introduced the following shrinking iterative method for approximating a point in the set of zeros of the sum of two monotone operators, which is also a solution of a fixed point problems for a Bregman strongly nonexpansive mapping in a real reflexive Banach space. For $u, x_{0} \in E$ are arbitrary, the sequence $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
C_{0}=C \\
y_{n}=\nabla g^{*}\left(\alpha_{n} \nabla g(u)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(T\left(x_{n}\right)\right)\right), \\
u_{n}=\left(\operatorname{Res}_{\lambda V^{g}} \circ U_{\lambda}^{g}\right) y_{n}, \\
C_{n+1}=\left\{z \in C_{n}: D_{g}\left(z, u_{n}\right) \leq \alpha_{n} D_{g}(z, u)+\left(1-\alpha_{n}\right) D_{g}\left(z, x_{n}\right)\right\}, \\
x_{n+1}=P_{C_{n+1}}^{g}\left(x_{0}\right), \quad n \geq 0,
\end{array}\right.
$$

with conditions $\lim _{n \rightarrow \infty} \alpha_{n}=0, \alpha_{n}+\beta_{n}+\gamma_{n}=1$ and $0<a<\beta_{n}, \gamma_{n}<b<1$. Then $\left\{x_{n}\right\}$ converges strongly to $P_{F(T) \cap M V I P(1.1)}^{g}\left(x_{0}\right)$. One of the best ways to speed up the convergence rate of iterative algorithms is to combine the iterative scheme with the inertial term. This term is represented by $\theta_{n}\left(x_{n}-x_{n-1}\right)$ and is a remarkable tool for improving the performance of algorithms and it is known to have some nice convergence characteristics. For growing interests in this direction (see [1, 3, 7, 25]).

The idea of inertial extrapolation method was first introduced by Polyak [25] and was inspired by an implicit discretization of a second-order-in-time dissipative dynamical system, so -called "Heavy Ball with Friction"

$$
\begin{equation*}
v^{\prime \prime}(t)+\gamma v^{\prime}(t)+\nabla f(v(t))=0 \tag{1.3}
\end{equation*}
$$

where $\gamma>0$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is differentiable. System (1.3) is discretized so that, having the terms $x_{n-1}$ and $x_{n}$, the next term $x_{n+1}$ can be determined using

$$
\begin{equation*}
\frac{x_{n-1}-2 x_{n}+x_{n-1}}{j^{2}}+\gamma \frac{x_{n}-x_{n-1}}{j}+\nabla f\left(x_{n}\right)=0, n \geq 1 \tag{1.4}
\end{equation*}
$$

where $j$ is the step-size. Equation (1.4) yields the following iterative algorithm:

$$
\begin{equation*}
x_{n+1}=x_{n}+\beta\left(x-n-x_{n-1}\right)-\alpha \nabla f\left(x_{n}\right), n \geq 1, \tag{1.5}
\end{equation*}
$$

where $\beta=1-\gamma_{j}, \alpha=j^{2}$ and $\beta\left(x_{n}-x_{n-1}\right)$ is called the inertial extrapolation term which is intended to speed up the convergence of the sequence generated by (1.5).

Motivated by the aforementioned results and other results in the literature, we introduced a modified inertial Halpern method for approximating solution of systems of monotone variational inclusion problem and fixed point problem of a finite family of multi-valued Bregman relatively nonexpansive mapping in a reflexive Banach space. We establish a strong convergence result for approximating common solutions for systems of zeros of sum of maximal monotone operators involving a Bregman inverse strongly monotone operators and fixed point equation for finite family of a multi-valued relative nonexpansive mapping in a reflexive Banach space. Several consequences and application to other optimization problems were discussed. Our result improves and extends some important results presented by authors in literature.

We state our contributions in this article as follows:
(1) We were able to dispense with the condition $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<\infty$ which is often used when employing the inertial method during the course of obtaining our strong convergence result, (see [1]).
(2) The class of mapping employed in our iterative algorithm generalizes the ones in [1].
(3) The result discussed in this article extends and generalizes the results of $[1,14,19,34]$ from Hilbert spaces and 2-uniformly convex Banach spaces to reflexive Banach spaces.
(4) Our algorithm defined does not require at each step of the iteration process, the computation of subsets of $C_{n}, Q_{n}$ and $D_{n}$ (or $C_{n+1}$ ) as in the case in [2] and the computation of the projection of the initial point onto their intersection, which leads to a high computational cost of iteration processes. The removal of all these restrictions makes our work applicable to more real world problems.
(5) We will also like to emphasize that the sequence generated by our iterative method converges strongly, which is more desirable to the weak convergence result obtained in [36].

## 2. Preliminaries

We state some known and useful results which will be needed in the proof of our main theorem. In the sequel, we denote strong and weak convergence by $" \rightarrow$ " and " $\rightharpoonup$ ", respectively. Let $E$ be a reflexive Banach space with $E^{*}$ its dual and $C$ be a nonempty, closed and convex subset of $E$. Let $g: E \rightarrow(-\infty,+\infty]$ be a proper, lower semicontinuous and convex function. Then the Fenchel conjugate of $g$ denoted by $g^{*}: E^{*} \rightarrow(-\infty,+\infty]$ is defined by

$$
g^{*}\left(x^{*}\right)=\sup \left\{\left\langle x^{*}, x\right\rangle-g(x): x \in E\right\}, x^{*} \in E^{*}
$$

Let the domain of $g$ be denoted as $\operatorname{dom} g=\{x \in E: g(x)<+\infty\}$, hence for any $x \in \operatorname{int}(d o m g)$ and $y \in E$, the right-hand derivative of $g$ at $x$ in the direction of $y$ is defined by

$$
g^{0}(x, y)=\lim _{t \rightarrow 0^{+}} \frac{g(x+t y)-g(x)}{t}
$$

The function $g$ is said to be:
(i) Gâteaux differentiable at $x$ if $\lim _{t \rightarrow 0^{+}} \frac{g(x+t y)-g(x)}{t}$ exists for any $y$. In this case, $g^{0}(x, y)$ coincides with $\nabla g(x)$ (the value of the gradient $\nabla g$ of $g$ at $x$ );
(ii) Gâteaux differentiable, if it is Gâteaux differentiable for any $x \in$ int (domg);
(iii) Fréchet differentiable at $x$, if its limit is attained uniformly in $\|y\|=1$;
(iv) Uniformly Fréchet differentiable on a subset $C$ of $E$, if the above limit is attained uniformly for $x \in C$ and $\|y\|=1$.
Let $g: E \rightarrow(-\infty,+\infty]$ be a function. Then $g$ is said to be:
(i) essentially smooth, if the subdifferential of $g$ denoted as $\partial g$ is both locally bounded and single-valued on its domain, where $\partial g(x)=\{w \in$ $E: g(x)-g(y) \geq\langle w, y-x\rangle, y \in E\} ;$
(ii) essentially strictly convex, if $(\partial g)^{-1}$ is locally bounded on its domain and $g$ is strictly convex on every convex subset of dom $\partial g$;
(iii) Legendre, if it is both essentially smooth and essentially strictly convex. See $[8,9]$ for more details on Legendre functions.

Alternatively, a function $g$ is said to be Legendre if it satisfies the following conditions:
(i) The intdom $g$ is nonempty, $g$ is Gâteaux differentiable on intdom $g$ and dom $\nabla g=\operatorname{intdom} g$;
(ii) The intdom $g^{*}$ is nonempty, $g^{*}$ is Gâteaux differentiable on intdom $g^{*}$ and $\operatorname{dom} \nabla g^{*}=\operatorname{intdom} g$.

Let $g: E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable function. The modulus of total convexity of $g$ at $x \in \operatorname{dom} g$ is the function $v_{g}(x,):.[0,+\infty) \rightarrow[0,+\infty)$ defined by

$$
v_{g}(x, t):=\inf \left\{D_{g}(y, x): y \in \operatorname{dom} g,\|y-x\|\right\} .
$$

The function $g$ is totally convex at $x$ if $v_{g}(x, t)>0$, whenever $t>0$. The function $g$ is totally convex if it is totally convex at any point $x \in \operatorname{int}(\operatorname{dom} g)$ and is said to be totally convex on bounded sets if $v_{g}(B, t)>0$ for any nonempty bounded subset $B$ of $E$ and $t>0$, where the modulus of total convexity of the function $g$ on the set $B$ is the function $v_{g}: \operatorname{int}(\operatorname{dom} g) \times[0,+\infty) \rightarrow[0,+\infty)$ defined by

$$
v_{g}(B, t):=\inf \left\{v_{g}(x, t): x \in B \cap \operatorname{dom} g\right\}
$$

We know that $g$ is totally convex on bounded sets if and only if $g$ is uniformly convex on bounded sets (see [12], Theorem 2.10).

If $E$ is a Banach space and $B_{s}:=\{z \in E:\|z\| \leq s\}$ for all $s>0$, then, a function $g: E \rightarrow \mathbb{R}$ is said to be uniformly convex on bounded subsets of $E$, [35, see pp. 203 and 221] if $\rho_{s} t>0$ for all $s, t>0$, where $\rho_{s}:[0,+\infty) \rightarrow[0, \infty]$ is defined by

$$
\rho_{s}(t)=\inf _{x, y \in B_{s},\|x-y\|=t, \alpha \in(0,1)} \frac{\alpha g(x)+(1-\alpha) g(y)-g(\alpha(x)+(1-\alpha) y)}{\alpha(1-\alpha)},
$$

for all $t \geq 0$, with $\rho_{s}$ denoting the gauge of uniform convexity of $g$. The function $g$ is also said to be uniformly smooth on bounded subsets of $E$, [35, see pp. 221], if $\lim _{t \downarrow 0} \frac{\sigma_{s}}{t}$ for all $s>0$, where $\sigma_{s}:[0,+\infty) \rightarrow[0, \infty]$ is defined
by

$$
\sigma_{s}(t)=\sup _{x \in B, y \in S_{E}, \alpha \in(0,1)} \frac{\alpha g(x)+(1-\alpha) t y)+(1-\alpha) g(x-\alpha t y)-g(x)}{\alpha(1-\alpha)}
$$

for all $t \geq 0$. The function $g$ is said to be uniformly convex if the function $\delta g:[0,+\infty) \rightarrow[0,+\infty)$ defined by

$$
\delta g(t):=\sup \left\{\frac{1}{2} g(x)+\frac{1}{2} g(y)-g\left(\frac{x+y}{2}\right):\|y-x\|=t\right\},
$$

satisfies $\lim _{t \downarrow 0} \frac{\delta g(t)}{t}=0$.
Definition 2.1. ([10]) Let $g: E \rightarrow(-\infty,+\infty]$ be a convex and Gâteaux differentiable function. Then, the function $D_{g}: E \times E \rightarrow[0,+\infty)$ defined by

$$
\begin{equation*}
D_{g}(x, y):=g(x)-g(y)-\langle\nabla g(y), x-y\rangle \tag{2.1}
\end{equation*}
$$

is called the Bregman distance with respect to $g$, where $x, y \in E$.
It is well known that Bregman distance $D_{g}$ does not satisfy the properties of a metric function because $D_{g}$ fail to satisfy the symmetric and triangular inequality property. However, the Bregman distance satisfies the following so-called three point identity: for any $x \in \operatorname{dom} g$ and $y, z \in \operatorname{int}(\operatorname{dom} g)$,

$$
\begin{equation*}
D_{g}(x, y)+D_{g}(y, z)-D_{g}(x, z)=\langle\nabla g(z)-\nabla g(y), x-y\rangle . \tag{2.2}
\end{equation*}
$$

The relationship between $D_{g}$ and $||.| |$ is guaranteed when $g$ is strongly convex with strong convexity constant $\rho>0$, that is,

$$
\begin{equation*}
D_{g}(x, y) \geq \frac{\rho}{2}\|x-y\|^{2}, \quad \forall x \in \operatorname{dom} g, y \in \operatorname{int}(\operatorname{dom} \mathrm{~g}) . \tag{2.3}
\end{equation*}
$$

Let $T: C \rightarrow \operatorname{int}(\operatorname{dom} g)$ be a mapping. A point $p \in C$ is called a fixed point of $T$ if $T p=p$. However, if $T$ is a multi-valued mapping, then an element $p \in C$ is called a fixed point of $T$ if $p \in T p$. We denote by $F(T)$ the set of all fixed points of $T$. Furthermore, a point $p \in C$ is called an asymptotic fixed point of $T$ if $C$ contains a sequence $\left\{x_{n}\right\}$ which converges weakly to $p$ such that $\lim _{n \rightarrow \infty}\left\|T x_{n}-x_{n}\right\|=0$. In the case of a multi-valued mapping, a point $p \in C$ is called an asymptotic fixed point of $T$, if there exist $\left\{x_{n}\right\} \subset C$ which converges weakly to $p$ such that $\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0$. We denote by $\hat{F}(T)$ the set of asymptotic fixed points of $T$.

Let $C$ be a nonempty, closed and convex subset of int(dom g$)$. Then an operator $T: C \rightarrow \operatorname{int}(\operatorname{dom} \mathrm{~g})$ is said to be
(i) Bregman nonexpansive, if

$$
D_{g}(T x, T y) \leq D_{g}(x, y), \quad \forall x, y \in C .
$$

(ii) Bregman relatively nonexpansive, if $F(T) \neq \emptyset$ and

$$
\begin{equation*}
D_{g}(p, T x) \leq D_{g}(p, x), \forall p \in F(T), x \in C \text { and } \hat{F(T)}=F(T) . \tag{2.4}
\end{equation*}
$$

(iii) Bregman firmly nonexpansive (BFNE) if

$$
\langle\nabla g(T x)-\nabla g(T y), T x-T y\rangle \leq\langle\nabla g(x)-\nabla g(y), T x-T y\rangle, \quad \forall x, y \in C .
$$

(iv) Bregman strongly nonexpansive (BSNE) with $\hat{F}(T) \neq \emptyset$ if

$$
D_{g}(y, T x) \leq D_{g}(y, x), \quad \forall x \in C, y \in \hat{F}(T),
$$

for any bounded sequence $\left\{x_{n}\right\}_{n \geq 1} \subset C$,

$$
\lim _{n \rightarrow \infty}\left(D_{g}\left(y, x_{n}\right)-D_{g}\left(y, T x_{n}\right)\right)=0
$$

implies

$$
\lim _{n \rightarrow \infty} D_{g}\left(T x_{n}, x_{n}\right)=0
$$

(v) quasi-Bregman nonexpansive if $F(T) \neq \emptyset$ and for all $x \in C, q \in F(T)$

$$
D_{g}(q, T x) \leq D_{g}(q, x) .
$$

Let $K(C)$ and $C B(C)$ denote the family of nonempty subsets and nonempty closed bounded subsets of C , respectively. Let $\mathcal{H}$ be the pompieu-Hausdorf metric on $C B(C)$ defined by

$$
\mathcal{H}(X, Y):=\max \left\{\sup _{x \in X} d(x, Y), \sup _{b \in B} d(y, X)\right\},
$$

for all $X, Y \in C B(C)$, where $d(x, Y):=\inf \{\|x-y\|: y \in Y\}$ is the distance from the point $x$ to the subset of $Y$.
Definition 2.2. A mapping $T: C \rightarrow C B(C)$ is called Bregman relatively nonexpansive mapping if
(1) $F(T) \neq \emptyset$,
(2) $D_{g}\left(x^{*}, u\right) \leq D_{g}\left(x^{*}, x\right), \forall u \in T x, x \in C$ and $x^{*} \in F(T)$,
(3) $F(T)=\hat{F}(T)$.

Definition 2.3. A function $g: E \rightarrow \mathbb{R}$ is said to be strongly coercive if

$$
\lim _{\left\|x_{n}\right\| \rightarrow \infty} \frac{g\left(x_{n}\right)}{\left\|x_{n}\right\|}=\infty
$$

Lemma 2.4. ([31]) Let $E$ be a Banach space, $s>0$ be a constant, $\rho_{s}$ be the gauge of uniform convexity of $g$ and $g: E \rightarrow \mathbb{R}$ be a convex function which is uniformly convex on bounded subset of $E$. Then,
(i) For any $x, y \in B_{s}$ and $\alpha \in(0,1)$, we have $g(\alpha x+(1-\alpha) y) \leq \alpha g(x)+(1-\alpha) g(y)-\alpha(1-\alpha) \rho_{s}(\|x-y\|)$, where $B_{s}:=\{z \in E:\|z\| \leq s\}$.
(ii) For any $x, y \in B_{s}$,

$$
\rho_{s}(\|x-y\|) \leq D_{g}(x, y),
$$

where $B_{s}:=\{z \in E:\|z\| \leq s\}$.
Lemma 2.5. ([12]) Let $E$ be a reflexive Banach space, $g: E \rightarrow \mathbb{R}$ be a strongly coercive Bregman function and $V$ be a function defined by

$$
V\left(x, x^{*}\right)=g(x)-\left\langle x, x^{*}\right\rangle+g^{*}\left(x^{*}\right), x \in E, x^{*} \in E^{*} .
$$

Then $V$ is convex in the second variable and $V\left(x, x^{*}\right)=D_{g}\left(x, \nabla g^{*}\left(x^{*}\right)\right)$, for all $x \in E$ and $x^{*} \in E^{*}$.

Lemma 2.6. ([12]) Let $E$ be a Banach space and $g: E \rightarrow \mathbb{R}$ a Gâteaux differentiable function which is uniformly convex on bounded subsets of $E$. Let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ be bounded sequences in $E$. Then,

$$
\lim _{n \rightarrow \infty} D_{g}\left(y_{n}, x_{n}\right)=0 \Rightarrow \lim _{n \rightarrow \infty}\left\|y_{n}-x_{n}\right\|=0
$$

Lemma 2.7. ([12]) Let $E$ be a Banach space and $g: E \rightarrow \mathbb{R}$ a Gâteaux differentiable function which is uniformly convex on bounded subsets of $E$. If $x_{0} \in E$ and the sequence $\left\{D_{g}\left(x_{n}, x_{0}\right)\right\}$ is bounded, then the sequence $\left\{x_{n}\right\}$ is also bounded.

Lemma 2.8. ([11]) If dom $g$ contains at least two points, then the function $g$ is totally convex on bounded sets if and only if the function $g$ is sequentially consistent.

Definition 2.9. Let $E$ be a reflexive Banach space and $C$ be a nonempty, closed and convex subset of $E$. A Bregman projection of $x \in \operatorname{int}(\operatorname{dom} g)$ onto $C \subset \operatorname{int}(\operatorname{dom} g)$ is the unique vector $\operatorname{Proj}_{C}^{g}(x) \in C$ satisfying

$$
D_{g}\left(P_{C}^{g}(x), x\right)=\inf \left\{D_{g}(y, x): y \in C\right\} .
$$

Lemma 2.10. ([26]) Let $C$ be a nonempty, closed and convex subset of a reflexive Banach space $E$ and $x \in E$. Let $g: E \rightarrow \mathbb{R}$ be a Gâteaux differentiable and totally convex function. Then,
(i) $z=P_{C}^{g}(x)$ if and only if $\langle\nabla g(x)-\nabla g(z), y-z\rangle \leq 0, \forall y \in C$.
(ii) $D_{g}\left(y, P_{C}^{g}(x)\right)+D_{g}\left(P_{C}^{g}(x), x\right) \leq D_{g}(y, x), \forall y \in C$.

Lemma 2.11. ([26]) Let $E$ be a real Banach space and $g: E \rightarrow \mathbb{R}$ be uniformly Fréchet differentiable and bounded on bounded subsets of $E$, then $\nabla g$ is uniformly continuous on bounded subsets of $E$ from the strong topology of $E$ to the strong topology of $E^{*}$.

Lemma 2.12. ([32]) Let $\left\{a_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\}$ and $\left\{t_{n}\right\}$ be sequences of nonnegative real numbers satisfying the following relation:

$$
a_{n+1} \leq\left(1-t_{n}-\gamma_{n}\right) a_{n}+\gamma_{n} n a_{n-1}+t_{n} s_{n}+\delta_{n}, \forall n \geq 0
$$

where $\sum_{n=n_{0}}^{\infty} t_{n}=+\infty, \sum_{n=n_{0}}^{\infty} \delta_{n}<+\infty$, for each $n \geq n_{0}$ (where $n_{0}$ is a positive integer) and $\left\{\gamma_{n}\right\} \subset\left[0, \frac{1}{2}\right], \underset{n \rightarrow \infty}{\limsup } s_{n} \leq 0$. Then, the sequence $\left\{a_{n}\right\}$ converges weakly to zero.

Lemma 2.13. ([26]) Let $f: X \rightarrow(-\infty,+\infty]$ be a proper, convex and lower semicontinuous function. Then $f^{*}: X \rightarrow(-\infty,+\infty]$ is a proper convex weak ${ }^{*}$ lower semicontinuous function. Thus, for all $z \in X$; we have

$$
\begin{equation*}
D_{f}\left(z, \nabla f^{*}\left(\sum_{i=1}^{N} t_{i} \nabla f\left(x_{i}\right)\right)\right) \leq \sum_{i=1}^{N} t_{i} D_{f}\left(z, x_{i}\right), \tag{2.5}
\end{equation*}
$$

where $\left\{x_{i}\right\} \subseteq X$ and $\left\{t_{i}\right\} \subset(0,1)$ with $\sum_{i=1}^{N} t_{i}=1$.
Lemma 2.14. ([22]) Let $f: E \rightarrow \mathbb{R}$ be a strongly coercive, bounded and Frchet differentiable Legendre function which is totally convex on bounded subsets of $E$. let $A: E \rightarrow E^{*}$ be a Bregman inverse strongly monotone mapping and $B: E \multimap E^{*}$ be a maximal monotone operator. Then the following statements hold:
(i) $D_{f}\left(z, \operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}(x)\right)+D_{f}\left(\operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}(x), x\right) \leq D_{f}(z, x)$ for all $z \in$ $(A+B)^{-1} 0, x \in E$ and $\lambda>0$;
(ii) $\operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}$ is a BSNE operator such that

$$
F\left(\operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}(x)\right)=\widehat{F}\left(\operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}(x)\right) .
$$

Lemma 2.15. ([17]) Assume that $f: X \rightarrow \mathbb{R}$ is a Legendre function which is uniformly Fréchet differentiable and bounded on bounded subset of $X$. Let $T_{i}: 1 \leq i \leq N$ be BSNE operators which satisfy $\hat{F}\left(T_{i}\right)=F\left(T_{i}\right)$ for each $1 \leq i \leq N$ and let $T:=T_{N} T_{N-1} \cdots T_{1}$. If $\left\{F\left(T_{i}\right): 1 \leq i \leq N\right\}$ is nonempty, then $T$ is also BSNE with $F(T)=\hat{F}(T)$.

Lemma 2.16. ([17]) Let $X$ be a reflexive real Banach space and $f: X \rightarrow \mathbb{R}$ be a Legendre function which is uniformly Fréchet differentiable and bounded on bounded subset of $X$. Let $B: X \rightarrow 2^{X^{*}}$ be a maximal monotone mapping and $T$ be a QBFNE mapping on $X$. Suppose that $F\left(\operatorname{Res}_{\lambda B}^{f}\right) \cap(T) \neq \emptyset$, then $\operatorname{Res}_{\lambda B}^{f} \circ T$ is also a QBFNE mapping.

Lemma 2.17. ([17]) Let $X$ be a reflexive real Banach space and $f: X \rightarrow \mathbb{R}$ be a Legendre function which is uniformly Fréchet differentiable and bounded on bounded subset of $X$. Let $T_{i}, i=1,2, \cdots, N$ be QBFNE on $X$ and $\mathbb{T}_{N}=$ $T_{N} \circ T_{N-1} \circ \cdots \circ T_{1}$. Assume that $\bigcap_{i=1}^{N} F\left(T_{i}\right) \neq \emptyset$, then $F\left(\mathbb{T}_{N}\right)=\bigcap_{i=1}^{N} F\left(T_{i}\right)$.

Remark 2.18. Set $T_{\lambda}^{i}=\operatorname{Res}_{\lambda B_{i}}^{f} \circ A_{i \lambda}^{f}$, where $i=1,2, \cdots, N$ and $\lambda>$ 0. If $\left(\bigcap_{i=1}^{N} F\left(\right.\right.$ Res $\left._{\lambda B_{i}}^{f}\right) \cap\left(\bigcap_{i=1}^{N} F\left(A_{i \lambda}^{f}\right)\right)$ is nonempty for each $i=1,2, \cdots, N$, then by Lemma 2.16, we obtain that $T_{\lambda}^{i}$ is QBFNE for each $i=1,2, \cdots, N$. Thus, by Lemma 2.17, we obtain that

$$
\begin{equation*}
F\left(T_{\lambda}^{N} \circ T_{\lambda}^{N-1} \circ \cdots T_{\lambda}^{1}\right)=\bigcap_{i=1}^{N} F\left(T_{\lambda}^{i}\right) . \tag{2.6}
\end{equation*}
$$

Lemma 2.19. ([27]) Let $B: X \rightarrow 2^{X^{*}}$ be a maximal monotone mapping such that $B^{-1}\left(0^{*}\right) \neq \emptyset$. Then

$$
\begin{equation*}
D_{f}\left(u, \operatorname{Res}_{\lambda B}^{f}(x)\right)+D_{f}\left(\operatorname{Res}_{\lambda B}^{f}(x), x\right) \leq D_{f}(u, x) \tag{2.7}
\end{equation*}
$$

for all $\lambda>0, u \in B^{-1}\left(0^{*}\right)$ and $x \in X$. Furthermore, $B^{-1}\left(0^{*}\right)=F\left(\operatorname{Res}_{\lambda B}^{f}\right)$ and $\operatorname{Res}_{\lambda B}^{f}$ is single-valued.

Lemma 2.20. ([18]) Let $f: X \rightarrow(-\infty,+\infty]$ be a Legendre function and let $A: X \rightarrow 2^{X^{*}}$ be a BISM mapping such that $A^{-1}\left(0^{*}\right)$. Then for any $\lambda>0$, we have the following:
(i) $A^{-1}\left(0^{*}\right)=F\left(A_{\lambda}^{f}\right)$ and $A_{\lambda}^{f}$ is single valued;
(ii) For any $u \in A^{-1}\left(0^{*}\right)$ and $x \in\left(\operatorname{dom} A_{\lambda}^{f}\right)$, we have

$$
D_{f}\left(u, A_{f} x\right)+D_{f}\left(A_{f} x, x\right) \leq D_{f}(u, x) .
$$

Remark 2.21. It follows that

$$
\begin{equation*}
(A+B)^{-1}\left(0^{*}\right)=F\left(\operatorname{Res}_{\lambda B}^{f} \circ A_{\lambda}^{f}\right), \tag{2.8}
\end{equation*}
$$

where $A$ and $B$ are single-valued and multi-valued mappings, respectively. If in addition, $A$ and $B$ are BISM and maximal monotone mappings, respectively, then it follows from Lemma 2.19 and Lemma 2.20 that the composition $R e s_{\lambda B}^{f}{ }^{\circ}$ $A_{\lambda}^{f}$ is also single-valued for any $\lambda>0$.

Lemma 2.22. ([12]) Let $C$ be a nonempty, closed and convex subset of a reflexive Banach space $E$. Let $f: E \rightarrow \mathbb{R}$ be a Gâteaux differentiable and totally convex function. Then
(a) $z=P_{C}^{f}(x)$ if and only if $\langle\nabla f(x)-\nabla f(z), y-z\rangle \leq 0, \forall x \in E$ and $y \in C$;
(b) $D_{f}\left(y, P_{C}^{f}(x)\right)+D_{f}\left(P_{C}^{f}(x), x\right) \leq D_{f}(y, x), \forall x \in E, y \in C$.

Lemma 2.23. ([32]) Let $\left\{a_{n}\right\},\left\{x_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\}$ and $\left\{t_{n}\right\}$ be sequences of nonnegative real numbers satisfying the following relation:

$$
a_{n+1} \leq\left(1-t_{n}-\gamma_{n}\right) a_{n}+\gamma_{n} n a_{n-1}+t_{n} s_{n}+\delta_{n}, \quad n \geq 0
$$

where $\sum_{n=n_{0}}^{\infty} t_{n}=+\infty ; \sum_{n=n_{0}}^{\infty} \gamma_{n}<+\infty$ for each $n \geq n_{0}$ (where $n_{0}$ is a positive integer) and $\left\{\gamma_{n}\right\} \subset\left[0, \frac{1}{2}\right], \limsup _{n \rightarrow \infty} s_{n} \leq 0$. Then, the sequence $\left\{a_{n}\right\}$ converges to zero.

Lemma 2.24. ([21]) Let $\left\{\Gamma_{k}\right\}$ be a sequence of real numbers such that there exists a subsequence $\left\{\Gamma_{k_{j}}\right\}_{j \geq 0}$ of $\left\{\Gamma_{k}\right\}$ which satisfies $\Gamma_{k_{j}} \leq \Gamma_{k_{j}+1}$ for all $j \geq 0$. Define a sequence of integers $\{\tau(k)\}_{k \geq k^{*}}$ defined by:

$$
\tau(k)=\max \left\{n \leq k: \Gamma_{k}<\Gamma_{k+1}\right\} .
$$

Then $\{\tau(k)\}_{k \geq k^{*}}$ is a nondecreasing sequence satisfying $\lim _{k \rightarrow \infty} \tau(k)=\infty$, and for all $k \geq k^{*}$, we have that $\Gamma_{\tau(k)} \leq \Gamma_{\tau(k)+1}$.

## 3. Main results

Lemma 3.1. Let $C$ be a nonempty closed convex subset of a reflexive Banach space $E$ with its dual $E^{*}$ and $g: E \rightarrow \mathbb{R}$ be a strongly coercive Legendre function which is bounded, uniformly Freichet differentiable and totally convex on bounded subsets of $E$. For each $1 \leq r \leq N$, let $U_{r}: E \rightarrow E^{*}$ be a finite family of BISM mappings, $V_{r}: E \rightarrow 2^{E^{*}}$ be a finite family of maximal monotone mappings and $S_{r}: C \rightarrow C B(C)$ be a multi-valued Bregman relatively nonexpansive mapping. Suppose that $\Omega=\bigcap_{r=1}^{N}\left(F\left(S_{r}\right) \cap\left(U_{r}+V_{r}\right)^{-1}(0)\right) \neq \emptyset$. Define
a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ generated arbitrarily by chosen $x_{0}, x_{1} \in E$ and any fixed $u \in E$ :

$$
\left\{\begin{array}{l}
u_{n}=\nabla g^{*}\left(\nabla g\left(x_{n}\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right)\right),  \tag{3.1}\\
w_{n}=\nabla g^{*}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \cdots \circ J_{\phi}^{1} u_{n}\right), \\
y_{n}=\nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right), \quad z_{n, r} \in S_{r} w_{n}, \\
x_{n+1}=\nabla g^{*}\left(\alpha_{n} \nabla g(n)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)\right),
\end{array}\right.
$$

where $\left\{\theta_{n}\right\} \subset\left[0, \frac{1}{2}\right],\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ and $\left\{\delta_{n, r}\right\}$ are sequences in $(0,1)$ such that $\alpha_{n}+\beta_{n}+\gamma_{n}=1, J_{\phi}^{r}=\operatorname{Res}_{\phi V_{r}}^{g} \circ U_{r \phi}^{g}, r=1,2, \cdots N, \phi>0$ and the following conditions are satisfied
(A1) $0<e \leq \theta_{n}<\gamma_{n} \leq \frac{1}{2}, \quad \forall n \geq 1$;
(A2) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(A3) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \limsup _{n \rightarrow \infty} \beta_{n}<1$;
(A4) $\sum_{r=0}^{N} \beta_{n, r}=1, \liminf _{n \rightarrow \infty} \delta_{n, 0} \delta_{n, r}>0$ for all $1 \leq r \leq N$ for all $n \in \mathbb{N}$.
Then the sequence $\left\{x_{n}\right\}$ is bounded.
Proof. Let $x^{*} \in \Omega$. Then from (3.1), we obtain that

$$
\begin{align*}
D_{g}\left(x^{*}, u_{n}\right) & =D_{g}\left(x^{*}, \nabla g^{*}\left(\nabla g\left(x_{n}\right)\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)\right)-\nabla g\left(x_{n}\right)\right)  \tag{3.2}\\
& \leq\left(1-\theta_{n}\right) D_{g}\left(x^{*}-x_{n}\right)+\theta_{n} D_{g}\left(x^{*}, x_{n-1}\right) .
\end{align*}
$$

From (3.1), Lemma 2.13 and Lemma 2.14, we get

$$
\begin{align*}
D_{g}\left(x^{*}, y_{n}\right) & =D_{g}\left(x^{*}, \nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right)\right) \\
& =\delta_{n, 0} D_{g}\left(x^{*}, w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} D_{g}\left(x^{*}, z_{n, r}\right) \\
& \leq \delta_{n, 0} D_{g}\left(x^{*}, w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} D_{g}\left(x^{*}, S_{r} w_{n}\right) \\
& =D_{g}\left(x^{*}, w_{n}\right) \\
& =D_{g}\left(x^{*} \nabla g^{*}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ \cdots \circ J_{\phi}^{1} u_{n}\right)\right) \\
& \leq D_{g}\left(x^{*}, u_{n}\right) \\
& \leq\left(1-\theta_{n}\right) D_{g}\left(x^{*}-x_{n}\right)+\theta_{n} D_{g}\left(x^{*}, x_{n-1}\right) . \tag{3.3}
\end{align*}
$$

Let $\rho_{s}: E \rightarrow \mathbb{R}$ be a guage function of uniform convexity of the conjugate function $g^{*}$. By (3.3), (3.1) and Lemma 2.13, we get

$$
\begin{aligned}
D_{g}\left(x^{*}, x_{n+1}\right) \leq & D_{g}\left(x^{*}, \nabla g^{*}\left(\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right)\right) \\
= & \left.V_{g}\left(x^{*}, \beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right)\right) \\
= & g\left(x^{*}\right)-\left\langle x^{*}, \beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right\rangle \\
& +y^{*}\left(\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n}\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right) \\
\leq & \beta_{n} g\left(x^{*}\right)+\gamma_{n} g\left(x^{*}\right)+\alpha_{n} g\left(x^{*}\right)-\beta_{n}\left\langle x^{*}, \nabla g\left(x_{n}\right)\right\rangle \\
& -\gamma_{n}\left\langle x^{*}, \nabla g *\left(y_{n}\right)\right\rangle-\alpha_{n}\left\langle x^{*}, \nabla g(u)\right\rangle+\beta_{n} g^{*}\left(\nabla g\left(x_{n}\right)\right) \\
& +\gamma_{n} g^{*}\left(\nabla g\left(y_{n}\right)\right)+\alpha_{n} g^{*}(\nabla g(u))-\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
& -\beta_{n} \alpha_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g(u)\right\|\right)-\gamma_{n} \alpha_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g(u)\right\|\right) \\
\leq & \beta_{n}\left[g\left(x^{*}\right)-\left\langle x^{*}, \nabla g\left(x_{n}\right)\right\rangle+g^{*}\left(\nabla g\left(x_{n}\right)\right)\right] \\
& +\gamma_{n}\left[g\left(x^{*}\right)-\left\langle x^{*}, \nabla g\left(y_{n}\right)\right\rangle+g^{*}\left(\nabla g\left(y_{n}\right)\right)\right] \\
& \left.+\alpha_{n}\left(g\left(x^{*}\right)-\left\langle x^{*}, \nabla g(u)\right\rangle+g^{*}(\nabla g(u))\right)\right] \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
= & \beta_{n} V_{g}\left(x^{*}, \nabla g\left(x_{n}\right)\right)+\gamma_{n} V_{g}\left(x^{*}, \nabla g\left(y_{n}\right)\right)+\alpha_{n} V_{g}\left(x^{*}, \nabla g(u)\right) \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
\leq & \beta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} D_{g}\left(x^{*}, y_{n}\right)+\alpha_{n} D_{g}\left(x^{*}, u\right) \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
\leq & \beta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n}\left(1-\theta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n-1}\right)\right. \\
& +\alpha_{n} D_{g}\left(x^{*}, u\right)-\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
= & \beta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} D_{g}\left(x^{*}, x_{n}\right)-\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n}\right) \\
& +\gamma_{n} \theta_{n} D_{g}\left(\left(x^{*}, x_{n-1}\right)+\alpha_{n} D_{g}\left(x^{*}, u\right)\right. \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
\leq & \left(1-\alpha_{n}-\gamma_{n} \theta_{n}\right) D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n-1}\right)+\alpha_{n} D_{g}\left(x^{*}, u\right) \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
\leq & \left(1-\alpha_{n}-\gamma_{n} \theta_{n}\right) D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n-1}\right)+\alpha_{n} D_{g}\left(x^{*}, u\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq \max \left\{D_{g}\left(x^{*}, x_{n}\right), D_{g}\left(x^{*}, x_{n-1}\right), D_{g}\left(x^{*}, u\right)\right\} \\
& \vdots \\
& \leq \max \left\{D_{g}\left(x^{*}, x_{1}\right), D_{g}\left(x^{*}, x_{0}\right), D_{g}\left(x^{*}, u\right)\right\} . \tag{3.4}
\end{align*}
$$

Hence, $\left\{D_{g}\left(x^{*}, x_{n}\right)\right\}$ is bounded by applying Lemma 2.7, it implies that $\left\{x_{n}\right\}$ is bounded. Consequently, $\left\{u_{n}\right\},\left\{w_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded.

Now, we state and prove the following strong convergence theorem
Theorem 3.2. Assume that Lemma 3.1 and assumptions (A1)-(A4) holds. Then $\left\{x_{n}\right\}$ converges strongly to $z=P_{\Omega}^{g}(u)$ where $P_{\Omega}^{g}$ is the Bregman projection of $E$ onto $\Omega$.

Proof. Let $x^{*} \in \Omega$, then by applying (3.3) and Lemma 2.13, we obtain that

$$
\begin{align*}
D_{g}\left(x^{*}, y_{n}\right)= & V_{g}\left(x^{*}, \delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right) \\
= & g\left(x^{*}\right)-\delta_{n, 0}\left\langle x^{*}, \nabla g\left(w_{n}\right)\right\rangle-\sum_{r=1}^{N} \delta_{n, r}\left\langle x^{*}, \nabla g\left(z_{n, r}\right)\right\rangle \\
& +\delta_{n, 0} g^{*}\left(\nabla g\left(w_{n}\right)\right)+\sum_{r=1}^{N} \delta_{n, r} g^{*}\left(\nabla g\left(z_{n, r}\right)\right) \\
& -\delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right) \\
= & \delta_{n, 0} D_{g}\left(x^{*}, w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} D_{g}\left(x^{*}, z_{n, r}\right) \\
& -\delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right) \\
\leq & D_{g}\left(x^{*}, w_{n}\right)-\delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right) . \tag{3.5}
\end{align*}
$$

On substituting (3.5) into (3.4), we get

$$
\begin{aligned}
D_{g}\left(x^{*}, x_{n+1}\right) \leq & \beta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n}\left(D_{g}\left(x^{*}, w_{n}\right)\right. \\
& -\delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right) \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
\leq & \beta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} D_{g}\left(x^{*}, x_{n}\right)-\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n}\right) \\
& +\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n-1}\right)+\alpha_{n} D_{g}\left(x^{*}, u\right) \\
& -\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
& -\gamma_{n} \delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right)
\end{aligned}
$$

$$
\begin{align*}
= & \left(1-\alpha_{n}\right) D_{g}\left(x^{*}, x_{n}\right)-\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n}\right)+\gamma_{n} \theta_{n} D_{g}\left(x^{*}, x_{n-1}\right) \\
& +\alpha_{n} D_{g}\left(x^{*}, u\right)-\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
& -\gamma_{n} \delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right) . \tag{3.6}
\end{align*}
$$

We consider two cases:
Case 1: Assume that $\left\{D_{g}\left(x^{*}, x_{n}\right)\right\}$ is monotone decreasing, that is,

$$
D_{g}\left(x^{*}, x_{n_{1}}\right) \leq D_{g}\left(x^{*}, x_{n}\right) .
$$

Since $D_{g}\left(x^{*}, x_{n}\right) \leq M$, for all $n \geq 1$, where

$$
M:=\max \left\{D_{g}\left(x^{*}, u\right), D_{g}\left(x^{*}, x_{1}\right), D_{g}\left(x^{*}, x_{0}\right)\right\}
$$

which implies that $\left\{D_{g}\left(x^{*}, x_{n}\right)\right\}$ is bounded. Therefore, $\left\{D_{g}\left(x^{*}, x_{n}\right)\right\}$ is convergent. Thus,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(D_{g}\left(x^{*}, x_{n}\right)-D_{g}\left(x_{n+1}\right)\right)=\lim _{n \rightarrow \infty}\left(D_{g}\left(x^{*}, x_{n-1}\right)-D_{g}\left(x^{*}, x_{n}\right)\right)=0 . \tag{3.7}
\end{equation*}
$$

From (3.6), we obtain that

$$
\begin{aligned}
& \gamma_{n} \delta_{n, 0} \delta_{n, r} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right)+\beta_{n} \gamma_{n} \rho_{s}^{*}\left(\left\|\nabla g\left(x_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \\
& \leq\left(1-\alpha_{n}\right) D_{g}\left(x^{*} \cdot x_{n}\right)-D_{g}\left(x^{*}, x_{n+1}\right)+\gamma_{n} \theta_{n}\left(D_{g}\left(x^{*}, x_{n-1}\right)\right. \\
& \left.\quad-D_{g}\left(x^{*}, x_{n}\right)\right)+\alpha_{n} D_{g}\left(x^{*}, u\right)
\end{aligned}
$$

By applying (3.7) and (A3), we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|\right)=0=\lim _{n \rightarrow \infty} \rho_{s}^{*}\left(\left\|\nabla g\left(w_{n}\right)-\nabla g\left(y_{n}\right)\right\|\right) \tag{3.8}
\end{equation*}
$$

Using the property of $\rho^{*}$ in Lemma 2.13, we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\nabla g\left(w_{n}\right)-\nabla g\left(z_{n, r}\right)\right\|=0 \neq \lim _{n \rightarrow \infty}\left\|\nabla g\left(w_{n}\right)-\nabla g\left(y_{n}\right)\right\| . \tag{3.9}
\end{equation*}
$$

Since $\nabla g^{*}$ is norm to norm uniformly continuous on bounded subsets of $E^{*}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-z_{n, r}\right\|=0=\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\| . \tag{3.10}
\end{equation*}
$$

Since $d\left(w_{n}, S_{r} w_{n}\right) \leq\left\|w_{n}-z_{n, r}\right\|$, for each $r \in(1,2, \cdots, N)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(w_{n}, S_{r} w_{n}\right)=0 \tag{3.11}
\end{equation*}
$$

Also from (3.1), we get

$$
\left\|\nabla g\left(x_{n+1}\right)-\nabla g\left(x_{n}\right)\right\|=\alpha_{n}\left\|\nabla g(u)-\nabla g\left(x_{n}\right)\right\|+\gamma_{n}\left\|\nabla g\left(y_{n}\right)-\nabla g\left(x_{n}\right)\right\| .
$$

Using (A2) and (3.9), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\nabla g\left(x_{n+1}\right)-\nabla g\left(x_{n}\right)\right\|=0 \tag{3.12}
\end{equation*}
$$

Since $\nabla g^{*}$ is a norm to norm uniformly continuous on bounded subsets of $E^{*}$, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{3.13}
\end{equation*}
$$

By applying (3.12) in (3.1), we have

$$
\begin{equation*}
\left\|\nabla g\left(u_{n}\right)-\nabla g\left(x_{n}\right)\right\|=\theta_{n}\left\|\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right\|=0 \text { as } n \rightarrow \infty . \tag{3.14}
\end{equation*}
$$

Since $\nabla g^{*}$ is a norm to norm uniformly continuous on bounded subsets of $E^{*}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-x_{n}\right\|=0 \tag{3.15}
\end{equation*}
$$

From (3.1) and (3.9), we have

$$
\begin{equation*}
\left\|\nabla g\left(y_{n}\right)-\nabla g\left(w_{n}\right)\right\|=\sum_{r=1}^{N} \delta_{n, r}\left\|\nabla g\left(z_{n, r}\right)-\nabla g\left(w_{n}\right)\right\|=0 \text { as } n \rightarrow \infty \tag{3.16}
\end{equation*}
$$

Since $\nabla g^{*}$ is a norm to norm uniformly continuous on bounded subsets of $E^{*}$, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n}-w_{n}\right\|=0 \tag{3.17}
\end{equation*}
$$

By combining (3.10) and (3.17), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-x_{n}\right\|=0 \tag{3.18}
\end{equation*}
$$

Also, from (3.15) and (3.18), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-w_{n}\right\|=0=\left\|u_{n}-J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ J_{\phi}^{\prime} u_{n}\right\| . \tag{3.19}
\end{equation*}
$$

By applying (3.17) and (3.18), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n}-x_{n}\right\|=0 \tag{3.20}
\end{equation*}
$$

Since $\left\{x_{n}\right\}$ is bounded and $E$ is a reflexive Banach space, there exists a subsequence $\left\{x_{n_{m}}\right\}$ of $\left\{x_{n}\right\}$, such that $x_{n_{m}} \rightharpoonup z$. Using (3.15), there exists a subsequence $\left\{u_{n_{m}}\right\}$ of $\left\{u_{n}\right\}$ which converges weakly to $z$. Also, from (3.18), there exists a subsequence $\left\{w_{n_{m}}\right\}$ of $\left\{w_{n}\right\}$ which converges to $z$. Hence, using (3.11) and $F\left(S_{r}\right)=\hat{F}\left(S_{r}\right)$, we obtain that $z \in \bigcap_{r=1}^{N} F\left(S_{r}\right)$. Also, from [18] and (3.19) we obtain that $z \in \dot{F}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ J_{\phi}^{\prime}\right)=F\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ J_{\phi}^{\prime}\right)$, which implies from Remark 2.18 and Remark 2.21 that

$$
z \in \bigcap_{r=1}^{N} F\left(J_{\phi}^{r}\right)=\bigcap_{r=1}^{N} F\left(\operatorname{Res}_{\phi V_{r}}^{g} \circ U_{r \phi}^{g}\right),
$$

that is, $z \in \Omega$.

Now, we show that $\left\{x_{n}\right\}$ converges strongly to $z \in \Omega$. Note that,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left\langle x_{n}-z, \nabla g(u)-\nabla g(z)\right\rangle & =\lim _{n \rightarrow \infty}\left\langle x_{n_{m}}-z, \nabla g(u)-\nabla g(z)\right\rangle \\
& =\left\langle x^{*}-z, \nabla g(u)-\nabla g(z)\right\rangle .
\end{aligned}
$$

Applying Lemma 2.21, we obtain

$$
\left\langle x^{*}-z, \nabla g(u)-\nabla g(z)\right\rangle \leq 0,
$$

and hence

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle x_{n}-z, \nabla g(u)-\nabla g(z)\right\rangle=\left\langle x^{*}-z, \nabla g(u)-\nabla g(z)\right\rangle \leq 0 . \tag{3.21}
\end{equation*}
$$

From (3.1), (3.3), (3.4) and Lemma 2.14

$$
\begin{align*}
D_{g}\left(z^{*}, x_{n+1}\right) \leq & D_{g}\left(z^{*}, \nabla g^{*}\left(\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right)\right) \\
= & V_{g}\left(z^{*}, \beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right) \\
= & V_{g}\left(z^{*}, \beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)+\alpha_{n} \nabla g(u)\right. \\
& \left.-\alpha_{n}(\nabla g(u) \nabla g(z))\right)+\alpha_{n}\left\langle x_{n+1}=z, \nabla g(u)-\nabla g(z)\right\rangle \\
= & \beta_{n} D_{g}\left(z, x_{n}\right)+\gamma_{n} D_{g}\left(z, y_{n}\right)+\alpha_{n}\left\langle x_{n+1}, z, \nabla g(u)-\nabla g(z)\right\rangle \\
\leq & \beta_{n} D_{g}\left(z, x_{n}\right)+\gamma_{n} D_{g}\left(z, w_{n}\right)+\alpha_{n}\left\langle x_{n+1}, z, \nabla g(u)-\nabla g(z)\right\rangle \\
\leq & \beta_{n} D_{g}\left(z, x_{n}\right)+\gamma_{n}\left(\left(1-\theta_{n}\right) D_{g}\left(z, x_{n}\right)+\theta_{n} D_{g}\left(z, x_{n-1}\right)\right) \\
& +\alpha_{n}\left\langle x_{n+1}, z, \nabla g(u)-\nabla g(z)\right\rangle \\
\leq & \left(1-\alpha_{n}-\gamma_{n} \theta_{n}\right) D_{g}\left(z, x_{n}\right)+\alpha_{n} \theta_{n} D_{g}\left(z, x_{n-1}\right) \\
& +\alpha_{n}\left\langle x_{n+1}, z, \nabla g(u)-\nabla g(z)\right\rangle . \tag{3.22}
\end{align*}
$$

Now, by (3.22) and Lemma 2.23, we prove that $x_{n} \rightarrow z$.
Case 2: Suppose that $\left\{D_{g}\left(z, x_{n}\right)\right\}$ is not monotone decreasing sequence. Then, there exists a subsequence $\left\{D_{g}\left(z, x_{n_{m}}\right)\right\}$ of $\left\{D_{g}\left(z, x_{n}\right)\right\}$ such that

$$
D_{g}\left(z, x_{n_{m}}\right)<d_{g}\left(z, x_{n_{m}+1}\right)
$$

for all $m \in \mathbb{N}$. Set $\Gamma_{n}$ of Lemma 2.24, as $\Gamma_{n}=D_{g}\left(z, x_{n}\right)$ and $\tau: \mathbb{N} \rightarrow \mathbb{N}$ is a mapping for all $n \geq n_{0}$ (for some $n_{0}$ large enough), defined by

$$
\tau(n):=\max \left\{k \in \mathbb{N}: k \leq n, \Gamma_{k} \leq \Gamma_{k+1}\right\} .
$$

Then $\tau$ is a nondecreasing sequence such that $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$. Thus

$$
0 \leq \Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}, \forall n \geq n_{0}
$$

This implies

$$
D_{g}\left(z, x_{\tau(n)}\right) \leq D_{g}\left(z, x_{\tau(n)+1}\right), n \geq n_{0} .
$$

Since $\left\{D_{g}\left(z, x_{\tau(n)}\right)\right\}$ is bounded, $\lim _{n \rightarrow \infty} D_{g}\left(z, x_{\tau(n)}\right)$ exists.

Following the same arguments as in Case 1, we have the following estimates

$$
\left\{\begin{array}{l}
\lim _{\tau(n) \rightarrow \infty}\left\|u_{\tau(n)}-x_{\tau(n)}\right\|=0  \tag{3.23}\\
\lim _{\tau(n) \rightarrow \infty}\left\|w_{\tau(n)}-u_{\tau(n)}\right\|=0 \\
\lim _{\tau(n) \rightarrow \infty}\left\|y_{\tau(n)}-w_{\tau(n)}\right\|=0 \\
\lim _{\tau(n)} d\left(w_{\tau(n)}, S_{r\left(w_{\tau(n)}\right.}\right) ; \\
\lim _{\tau(n)}\left\|x_{\tau(n)+1}-x_{\tau(n)}\right\|=0 ; \\
\lim _{\tau(n) \rightarrow \infty}\left\langle\mid x_{\tau(n)+1}-z, \nabla g(u)-\nabla g(z)\right\rangle \leq 0 .
\end{array}\right.
$$

From (3.23) and $\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}$, we get

$$
\begin{aligned}
D_{g}\left(z, x_{\tau(n)+1}\right) \leq & \left(1-\alpha_{\tau(n)}-\gamma_{\tau(n)} \theta_{\tau(n)}\right) D_{g}\left(z, x_{\tau(n)}\right) \\
& +\gamma_{\tau(n)} \theta_{\tau(n)} D_{g}\left(z, x_{\tau(n)-1}\right) \\
& +\alpha_{\tau(n)}\left\langle\mid x_{\tau(n)+1}-z, \nabla g(u)-\nabla g(z)\right\rangle \\
\leq & \left(1-\alpha_{\tau(n)}\right) D_{g}\left(z, x_{\tau(n)+1}\right) \\
& +\alpha_{\tau(n)}\left\langle\mid x_{\tau(n)+1}-z, \nabla g(u)-\nabla g(z)\right\rangle .
\end{aligned}
$$

Hence, we obtain

$$
\begin{equation*}
D_{g}\left(z, x_{\tau(n)}\right) \leq D_{g}\left(z, x_{\tau(n)+1}\right) \leq\left\langle\mid x_{\tau(n)+1}-z, \nabla g(u)-\nabla g(z)\right\rangle \tag{3.24}
\end{equation*}
$$

which yields from (3.23) that

$$
\lim _{\tau(n)} D_{g}\left(z, x_{\tau(n)}\right)=0 .
$$

Hence

$$
\lim _{\tau(n) \rightarrow \infty} D_{g}\left(z, x_{\tau(n)+1}\right)=0
$$

and therefore

$$
\begin{equation*}
\lim _{\tau(n) \rightarrow \infty} \Gamma_{\tau(n)}=\lim _{\tau(n) \rightarrow \infty} \Gamma_{\tau(n)+1}=0 \tag{3.25}
\end{equation*}
$$

for all $n \geq n_{0}$, we have that $\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}$, if $n \neq \tau(n)$ (that is, $\tau(n)<n$ ), because $\Gamma_{k+1} \leq \Gamma_{k}$ for $\tau(n) \leq h \leq n$. This yields for all $n \geq n_{0}$

$$
0 \leq \Gamma_{n} \max \left\{\Gamma_{\tau(n)}, \Gamma_{\tau(n)+1}\right\}=\Gamma_{\tau(n)+1} .
$$

Therefore, $\lim _{n \rightarrow \infty} \Gamma_{n}=0$ which also implies that $\lim _{n \rightarrow \infty} D_{g}\left(z, x_{\tau(n)}\right)=0$. Hence $x_{n} \rightarrow z=P_{\Omega}^{g} u$, as $n \rightarrow \infty$.

By setting $N=1$, in Theorem 3.2, we obtain the following results.

Corollary 3.3. Let $C$ be a nonempty closed convex subset of a reflexive Banach space $E$ with its dual $E^{*}$ and $g: E \rightarrow \mathbb{R}$ be a strongly coercive Legendre function which is bounded, uniformly Frechet differentiable and totally convex on bounded subsets of $E$. Let $U_{r}: E \rightarrow E^{*}$ be a BISM mapping, $V_{r}: E \rightarrow 2^{E^{*}}$ be a maximal monotone mapping and $S_{r}: C \rightarrow C B(C)$ be a multi-valued Bregman relatively nonexpansive mapping. Suppose that $\Omega=\bigcap_{r=1}^{N} F\left(S_{r}\right) \cap\left(U_{r}+V_{r}\right)^{-1}(0) \neq \emptyset$. Define a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ generated arbitrarily by chosen $x_{0}, x_{1} \in E$ and any fixed $u \in E$ :

$$
\left\{\begin{array}{l}
u_{n}=\nabla g^{*}\left(\nabla g\left(x_{n}\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right),\right. \\
w_{n}=\operatorname{Res}_{\phi_{v}}^{g} \circ U_{\phi}^{g} u_{n}, \\
y_{n}=\nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right), \quad z_{n, r} \in S_{r} w_{n}, \\
x_{n+1}=\nabla g^{*}\left(\alpha_{n} \nabla g(u)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)\right),
\end{array}\right.
$$

Assume that Lemma 3.1 and assumptions (A1)-(A4) holds. Then $\left\{x_{n}\right\}$ converges strongly to $z=P_{\Omega}^{g}(u)$, where $P_{\Omega}^{g}$ is the Bregman projection of $E$ onto $\Omega$.

When $S_{r}$ is a single-valued Bregman relatively nonexpansive mapping we obtain the following result:

Corollary 3.4. Let $C$ be a nonempty closed convex subset of a reflexive Banach space $E$ with its dual $E^{*}$ and $g: E \rightarrow \mathbb{R}$ be a strongly coercive Legendre function which is bounded, uniformly Frechet differentiable and totally convex on bounded subsets of $E$. For each $1 \leq r \leq N$, let $U_{r}: E \rightarrow E^{*}$ be a finite family of BISM mappings, $V_{r}: E \rightarrow 2^{E^{*}}$ be a finite family of maximal monotone mappings and $S_{r}: C \rightarrow C$ be a Bregman relatively nonexpansive mapping. Suppose that $\Omega=\bigcap_{r=1}^{N}\left(F\left(S_{r}\right) \cap\left(U_{r}+V_{r}\right)^{-1}(0)\right) \neq \emptyset$. Define a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ generated arbitrarily by chosen $x_{0}, x_{1} \in E$ and any fixed $u \in E$ :

$$
\left\{\begin{array}{l}
u_{n}=\nabla g^{*}\left(\nabla g\left(x_{n}\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right),\right. \\
w_{n}=\nabla g^{*}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ \cdots \circ J_{\phi}^{\prime} u_{n}\right) \\
y_{n}=\nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(S_{r} w_{n}\right),\right. \\
x_{n+1}=\nabla g^{*}\left(\alpha_{n} \nabla g(u)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)\right)
\end{array}\right.
$$

Assume that Lemma 3.1 and assumptions (A1)-(A4) holds. Then $\left\{x_{n}\right\}$ converges strongly to $z=P_{\Omega}^{g}(u)$, where $P_{\Omega}^{g}$ is the Bregman projection of $E$ onto $\Omega$.

By setting $U=0$, we obtain the following result:

Corollary 3.5. Let $C$ be a nonempty closed convex subset of a reflexive $B a$ nach space $E$ with its dual $E^{*}$ and $g: E \rightarrow \mathbb{R}$ be a strongly coercive Legendre function which is bounded, uniformly Frechet differentiable and totally convex on bounded subsets of $E$. For each $1 \leq r \leq N$, let $U_{r}: E \rightarrow E^{*}$ be a finite family of BISM mappings, $V_{r}: E \rightarrow 2^{E^{*}}$ be a finite family of maximal monotone mappings and $S_{r}: C \rightarrow C B(C)$ be a multi-valued Bregman relatively nonexpansive mapping. Suppose that $\Omega=\bigcap_{r=1}^{N}\left(F\left(S_{r}\right) \cap\left(V_{r}\right)^{-1}(0)\right) \neq \emptyset$. Define a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ generated arbitrarily by chosen $x_{0}, x_{1} \in E$ and any fixed $u \in E$ :

$$
\left\{\begin{array}{l}
u_{n}=\nabla g^{*}\left(\nabla g\left(x_{n}\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right)\right), \\
w_{n}=\nabla g^{*}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ \cdots \circ J_{\phi}^{\prime} u_{n}\right), \\
y_{n}=\nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right), \quad z_{n, r} \in S_{r} w_{n}, \\
x_{n+1}=\nabla g^{*}\left(\alpha_{n} \nabla g(u)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)\right) .
\end{array}\right.
$$

Assume that Lemma 3.1 and assumptions (A1)-(A4) holds. Then $\left\{x_{n}\right\}$ converges strongly to $z=P_{\Omega}^{g}(u)$, where $P_{\Omega}^{g}$ is the Bregman projection of $E$ onto $\Omega$.

Hence $J_{\phi}^{r}=\operatorname{Res}_{\phi V_{r}}, r=1,2, \cdots N$ and $\phi>0$.

## 4. Application

Variational Inequality Problem: Let $E$ be a reflexive Banach space and $E^{*}$ be its dual, let $U: E \rightarrow E^{*}$ be a BISM mapping and $C$ be a nonempty, closed and convex subset of dom $U$. The variational inequality problem (VIP) is to find $z \in C$ such that

$$
\begin{equation*}
\langle x-z, U z\rangle \geq 0, \quad \forall x \in C . \tag{4.1}
\end{equation*}
$$

We denote by $V I(C, A)$ the solution set of VIP (4.1). Recall that the indication function of $C$ is given by

$$
i_{C}(x)= \begin{cases}0, & \text { if } \quad x \in C, \\ \infty, & \text { if } \quad x \notin C .\end{cases}
$$

It is known that $i_{C}$ is a proper, lower semicontinuous and convex function and its subdifferential $\partial i_{C}$ is maximal monotone. Furthermore, from [4], we know that

$$
\partial i_{C}(x)=\left\{\begin{array}{l}
N_{C}(x), \quad \text { if } \quad x \in C, \\
\phi, \quad \text { if } \quad x \notin C,
\end{array}\right.
$$

where $N_{C}$ is the normal curve of $C$ given by

$$
N_{C}(x)=\left\{z^{*} \in E^{*}:\langle y-x, z\rangle \leq 0, \quad \forall y \in C\right\} .
$$

Thus, we can define the resolvent associated with $\partial i_{C}$ for $\phi>0$ by

$$
\operatorname{Res}_{\phi \partial i_{C}}^{g}(x)=\left(\nabla g+\phi \partial i_{C}\right)^{-1} \circ \nabla g(x), \quad \forall x \in E .
$$

Hence, we have for any $x \in E$ and $y \in C$,

$$
\begin{aligned}
z=\operatorname{Res}_{\phi \partial i_{C}}^{g}(x) & \Leftrightarrow \nabla g(x) \in \nabla g(z)+\phi \partial i_{C}(z) \\
& \Leftrightarrow \nabla g(x) \in \nabla g(z)+\phi N_{C}(z) \\
& \Leftrightarrow \nabla g(x)-\nabla g(z) \in \phi N_{C}(z) \\
& \Leftrightarrow \frac{1}{\phi}\langle y-z, \nabla g(x)-\nabla g(z)\rangle \leq 0 \forall y \in C \\
& \Leftrightarrow\langle y-z, \nabla g(x)-\nabla g(z)\rangle \leq 0 \forall y \in C \\
& \Leftrightarrow z=P_{C}^{g}(x)
\end{aligned}
$$

where $P_{C}^{g}$ is the Bregman projection from $E$ onto $C$. Thus, it follows that ([28], Proposition 8) that $F\left(\operatorname{Res}_{\phi \partial i_{C}}^{g} \circ U_{\phi}^{g}\right)=F\left(P_{C}^{g} \circ U_{\phi}^{g}\right)=V I P(U, C)$. Therefore, by setting $V=\partial i_{C_{r}}, r=1,2, \cdots N$ in Theorem 3.2, we obtain the following result:

$$
\left\{\begin{array}{l}
u_{n}=\nabla g^{*}\left(\nabla g\left(x_{n}\right)+\theta_{n}\left(\nabla g\left(x_{n-1}\right)-\nabla g\left(x_{n}\right)\right)\right), \\
w_{n}=\nabla g^{*}\left(J_{\phi}^{N} \circ J_{\phi}^{N-1} \circ \cdots \circ J_{\phi}^{\prime} u_{n}\right), \\
y_{n}=\nabla g^{*}\left(\delta_{n, 0} \nabla g\left(w_{n}\right)+\sum_{r=1}^{N} \delta_{n, r} \nabla g\left(z_{n, r}\right)\right), \quad z_{n, r} \in S_{r} w_{n}, \\
x_{n+1}=\nabla g^{*}\left(\alpha_{n} \nabla g(u)+\beta_{n} \nabla g\left(x_{n}\right)+\gamma_{n} \nabla g\left(y_{n}\right)\right),
\end{array}\right.
$$

where $J_{\phi}^{r}=\operatorname{Res}_{\phi \partial i_{C}}^{g} \circ U_{\phi}^{g} \circ U_{\phi}^{g}$.
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