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#### Abstract

In this paper, under some suitable conditions, we study the Spitzer-type law of large numbers for the maximum of partial sums of independent and identically distributed random variables in upper expectation space. Some general results on necessary and sufficient conditions of the Spitzer-type law of large numbers for the maximum of partial sums of independent and identically distributed random variables under sublinear expectations are established, which extend the corresponding ones in classic probability space to the case of sub-linear expectation space.


## 1. Introduction

As we all know, the limit theory has been widely studied in probability theory and mathematical statistics. The classical probability limit theory is only valid in the case of model is certainty. In the classical limit theorems, probability and expectation are linear additivity. However, there are uncertainties in statistics, measures of risk, superhedging in finance and non-linear stochastic calculus. One can refer to Gilboa [8], Peng [18-20], Maccheroni and Marinacci [17], Denis and Martini [6] among others for the details. At this time, nonadditive probabilities and nonadditive expectations are useful tools to study this uncertainty. Recently, motivated by this uncertainty, Peng [19-21] proposed the concept of independent and identically distributed (i.i.d., for short) random variables under sub-linear expectations.

Under the framework of the sub-linear expectation space introduced by Peng [19-21], which is different from the classic linear probability space, many scholars have studied the limit behaviors of some random variables under sub-linear

[^0]expectations and obtained a lot of interesting results. For example, Denis et al. [5] gave some basic and important properties of several typical Banach spaces of functions of G-Brownian motion paths induced by a sub-linear expectation-G-expectation, and obtained a generalized version of Kolmogorov's criterion for continuous modification of a stochastic process; Chen et al. [3] derived a strong law of large numbers (SLLN, for short) for independent random variables under upper expectations; Chen and Hu [2] extended the Kolmogorov and the Hartman-Wintner laws of the iterated logarithm, and obtained the law of the iterated logarithm for capacities; Hu and Chen [11] gave three laws of large numbers (LLN, for short) without the requirement of identical distribution under some weaker conditions; Zhang [28,29,32] obtained the exponential inequalities, Rosenthal's inequalities and some limit theorems for independent or some dependent random variables in sub-linear expectation space; Zhang and Lin [34] gained the Marcinkiewicz's SLLN for non-linear expectations; Wu and Jiang [25] established general SLLN and the Chover's law of the iterated logarithm for a sequence of random variables in a sub-linear expectation space; Feng [7] established law of the logarithm for weighted sums of negatively dependent random variables under sub-linear expectations; Huang and Wu [14] obtained the equivalent relations between Kolmogorov maximal inequality and Hájek-Rényi maximal inequality both in moment and capacity types under sub-linear expectations, and established some SLLN for general random variables; Xu and Zhang [27] established a three series theorem of independent random variables and obtained Marcinkiewicz's SLLN for i.i.d. random variables under the sub-linear expectations; Zhang and Lan [33] introduced the notion of asymptotically almost negatively associated (AANA, for short) random variables from the classic probability space to the upper expectation space, and proved some different types of Rosenthal's inequalities under sub-additive expectations; Kuczmaszewska [15] obtained the exponential inequalities, Hoffmann-Jørgensen type inequalities and the complete convergence for widely acceptable random variables; Lin and Feng [16] studied the complete convergence and the SLLN for arrays of rowwice widely negative dependent random variables in upper expectation space; Xu and Cheng [26] established the precise asymptotics in the law of the iterated logarithm for i.i.d. random variables under sub-linear expectations; Zhang [30] showed Heyde's theorem under the sub-linear expectations; Guo and Li [9] introduced the notion of pseudoindependence under sub-linear expectations and derived the weak and strong LLN with non-additive probabilities generated by sub-linear expectations, and so on.

The complete convergence is one of the important convergence problems in probability limit theorems. The concept of the complete convergence was first introduced by Hsü and Robbins [10] as follows: A sequence $\left\{X_{n}, n \geq 1\right\}$ of
random variables is said to converge completely to a constant $\theta$ if

$$
\sum_{n=1}^{\infty} P\left(\left|X_{n}-\theta\right|>\epsilon\right)<\infty \text { for all } \epsilon>0
$$

By the Borel-Cantelli lemma, this implies that $X_{n} \rightarrow \theta$ almost surely (a.s., for short). Hence the complete convergence implies a.s. convergence.

Now let us recall that an important concept of dependent random variables is $m$-negative association ( $m$-NA, for short), which was introduced by Hu et al. [13] as follows.
Definition 1.1. Let $m \geq 1$ be a fixed integer. A sequence $\left\{X_{n}, n \geq 1\right\}$ of random variables is said to be $m$-NA if for any $n \geq 2$ and any $i_{1}, i_{2}, \ldots, i_{n}$ such that $\left|i_{k}-i_{j}\right| \geq m$ for all $1 \leq k \neq j \leq n$, we have that $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n}}$ are negatively associated (NA, for short).

An array $\left\{X_{n i}, i \geq 1, n \geq 1\right\}$ of random variables is said to be rowwise $m$-NA if for every $n \geq 1,\left\{X_{n i}, i \geq 1\right\}$ is $m$-NA.

It is obviously seen that if $m=1$, then the concept of $m$-NA random variables is equivalent to that of NA random variables. In addition, it is well known that if for any $n \geq 2$ and any $i_{1}, i_{2}, \ldots, i_{n}$ such that $\left|i_{k}-i_{j}\right| \geq m$ for all $1 \leq k \neq j \leq n$, we have that $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n}}$ are independent, then we say that $\left\{X_{n}, n \geq 1\right\}$ are $m$-dependent. Obviously, NA and $m$-dependence both imply $m$-NA. For more details about the $m$-NA random variables, we refer the readers to Hu et al. [13], Hu et al. [12], Wu et al. [24], Shen et al. [22], Wang and Wang [23], Boukhari [1], and so on.

The following definition of stochastic domination will play an important role in the following theorem.

Definition 1.2. A sequence $\left\{X_{n}, n \geq 1\right\}$ of random variables is said to be stochastically dominated by a random variable $X$, if there exists a constant $C>0$ such that

$$
\sup _{n \geq 1} P\left(\left|X_{n}\right|>x\right) \leq C P(|X|>x)
$$

for all $x \geq 0$. We write $\left\{X_{n}, n \geq 1\right\} \prec X$.
Next, we will make the following assumptions for the nonnegative measurable function $\psi(\cdot)$, which are very important in our results.
$\left(H_{1}\right) \psi(\cdot)$ is an increasing unbounded measurable function defined on $(d$, $+\infty)$ for some $d \geq 0$.
$\left(H_{2}\right)$ (i) There exist $C_{1}>0$ and a positive integer $k_{0}$ such that $\psi(x+1) \leq$ $C_{1} \psi(x)$ for each $x \geq k_{0}$.
(ii) There exist two constants $a$ and $b$ such that $\psi^{2}(y) \int_{y}^{\infty} \frac{d x}{\psi^{2}(x)} \leq a y+b$ for any $y>d$.
Wang and Wang [23] studied the sufficient part of the Spitzer-type LLN for the maximum of partial sums of $m$-NA random variables, and obtained the following interesting result.

Theorem 1.1. Let $\psi(\cdot)$ be as in assumptions $\left(H_{1}\right)$ and $\left(H_{2}\right)$, and let $\left\{X_{n}, n \geq\right.$ $1\}$ be a sequence of $m-N A$ random variables with $E X_{n}=0$ for each $n \geq 1$. Assume that $\left\{X_{n}, n \geq 1\right\} \prec X$. If $E\left[\psi^{-1}(|X|)\right]<\infty$ and $\frac{n}{\psi(n)} E|X| I(|X|>$ $\psi(n)) \rightarrow 0$ as $n \rightarrow \infty$, then for any $\epsilon>0$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leq k \leq n}\left|S_{k}\right| \geq \epsilon \psi(n)\right)<\infty \tag{1.1}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\left|S_{n}\right| \geq \epsilon \psi(n)\right)<\infty \tag{1.2}
\end{equation*}
$$

where, $\psi^{-1}(\cdot)$ is the inverse of a function $\psi(\cdot)$. In addition, if

$$
\begin{equation*}
\psi(\sigma x) \leq C_{2} \psi(x) \tag{1.3}
\end{equation*}
$$

for some $C_{2}>0$ and any $\sigma>0$ and $x>0$, then

$$
\frac{1}{\psi(n)} \sum_{i=1}^{n} X_{k} \rightarrow 0 \text { a.s. as } n \rightarrow \infty .
$$

Boukhari [1] further studied the necessary conditions of the Spitzer-type LLN for the maximum of partial sums of $m$-NA random variables on the basis of Theorem 1.1, and obtained the following interesting result.

Theorem 1.2. Let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of identically distributed $m$ $N A$ random variables with $E X=0$. Suppose that $\psi(\cdot)$ satisfies the assumptions $\left(H_{1}\right),\left(H_{2}\right)$ and (1.3). If (1.1) is satisfied, then

$$
E\left[\psi^{-1}(|X|)\right]<\infty
$$

and

$$
\frac{n}{\psi(n)} E X I(|X|>\psi(n))=o(1) .
$$

In this paper, under appropriate conditions, we will study the sufficient and necessary conditions of the Spitzer-type LLN for the maximum of partial sums of independent random variables. The results obtained by Wang and Wang [23] and Boukhari [1] from the classic probability space will be extended to the case of sub-linear expectation space.

The structure of this article is as follows. The concept of sub-linear expectations and some preliminary lemmas are stated in Section 2. Main results and their proofs are provided in Section 3.

Throughout this paper, the symbol $C$ represents some positive constant which may be different in various places. Denote $x^{+}=x I(x \geq 0)$ and $x^{-}=$ $-x I(x \leq 0)$. Let $I(A)$ be the indicator function of the set A, $S_{n}=\sum_{i=1}^{n} X_{i}$, and $S_{0}=0$. Also, let $\lfloor x\rfloor$ be the integer part of $x$.

## 2. Preliminaries

In this section, we introduce some basic notations and concepts.
Let $(\Omega, \mathcal{F})$ be a given measurable space and let $\mathcal{H}$ be a linear space of real functions defined on $(\Omega, \mathcal{F})$, and $\mathcal{M}$ be the set of all probability measures on $\Omega$. Every nonempty subset $\mathcal{P} \subseteq \mathcal{M}$ defines an upper probability

$$
\mathbb{V}(A):=\sup _{P \in \mathcal{P}} P(A) \text { for any } A \in \mathcal{F}
$$

and a lower probability

$$
v(A):=\inf _{P \in \mathcal{P}} P(A) \text { for any } A \in \mathcal{F}
$$

Obviously, $\mathbb{V}(\cdot)$ and $v(\cdot)$ are conjugate to each other, that is

$$
\mathbb{V}(A)+v\left(A^{c}\right)=1 \text { for any } A \in \mathcal{F}
$$

where $A^{c}$ is the complement set of $A$. It is easy to check that $\mathbb{V}(\cdot)$ satisfies $\mathbb{V}(A \bigcup B) \leq \mathbb{V}(A)+\mathbb{V}(B)$ for all $A, B \in \mathcal{F}$.

Choquet [4] introduced the following definition of capacity.
Definition 2.1. Let $V(\cdot)$ be a set function from $\mathcal{F}$ to $[0,1] . V(\cdot)$ is called a capacity if it satisfies the following properties (i) and (ii), and is called a lower or an upper continuous capacity if it further satisfies the following property (iii) or (iv):
(i) $V(\emptyset)=0, V(\Omega)=1$;
(ii) monotonicity: $V(A) \leq V(B)$, whenever $A \subseteq B$ and $A, B \in \mathcal{F}$;
(iii) lower continuous: $V\left(A_{n}\right) \uparrow V(A)$, if $A_{n} \uparrow A$, where $A_{n}, A \in \mathcal{F}$;
(iv) upper continuous: $V\left(A_{n}\right) \downarrow V(A)$, if $A_{n} \downarrow A$, where $A_{n}, A \in \mathcal{F}$.

Recently, Denis et al. [5] introduced the following definition of quasi-sure (q.s., for short) convergence.

Definition 2.2. A set $D$ is polar if $\mathbb{V}(D)=0$ and a property holds "q.s." if it holds outside a polar set.

Now we define the upper expectation $\mathbb{E}[\cdot]$ and the lower expectation $\varepsilon[\cdot]$ on $(\Omega, \mathcal{F})$ generated by $\mathcal{P}$, for each $\mathcal{F}$-measurable real random variables $X$ such that $E_{P}[X]$ exists for each $P \in \mathcal{P}$,

$$
\mathbb{E}[X]:=\sup _{P \in \mathcal{P}} E_{P}[X], \varepsilon[X]:=\inf _{P \in \mathcal{P}} E_{P}[X] .
$$

Here and in the sequel, $E_{P}$ denotes the classic expectation under probability $P$. $(\Omega, \mathcal{F}, \mathbb{E})$ is called an upper expectation space, and $(\Omega, \mathcal{F}, \varepsilon)$ is called a lower expectation space.

It is easy to check that $\varepsilon[X]=-\mathbb{E}[-X]$, and $\mathbb{E}[\cdot]$ is a sub-linear expectation on $(\Omega, \mathcal{F})$, which means for all $\mathcal{F}$-measurable real random variables $X$ and $Y$, $\mathbb{E}[\cdot]$ satisfies the following properties:
(i) monotonicity: if $X \geq Y$, then $\mathbb{E}[X] \geq \mathbb{E}[Y]$;
(ii) constant preserving: $\mathbb{E}[c]=c$ for $c \in \mathbb{R}$;
(iii) sub-additivity: $\mathbb{E}[X+Y] \leq \mathbb{E}[X]+\mathbb{E}[Y]$;
(iv) positive homogeneity: $\mathbb{E}[\lambda X]=\lambda \mathbb{E}[X], \lambda \geq 0$.

The corresponding Choquet expectations $\left(C_{\mathbb{V}}, C_{v}\right)$ are defined by

$$
C_{V}(X)=\int_{0}^{\infty} V(X \geq t) d t+\int_{-\infty}^{0}(V(X \geq t)-1) d t
$$

where $V$ is replaced by $\mathbb{V}$ and $v$, respectively. Obviously, $\mathbb{E}[X] \leq C_{\mathbb{V}}(X)$.
Now we give the concept of i.i.d. random variables in upper expectation space $(\Omega, \mathcal{F}, \mathbb{E})$, which was established by Peng [21].
Definition 2.3. (i) (Identical distribution) Let $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ be two $n$-dimensional random vectors, respectively, defined in sub-linear expectation spaces $\left(\Omega_{1}, \mathcal{F}_{1}, \mathbb{E}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{F}_{2}, \mathbb{E}_{2}\right)$. They are called identically distributed, denote by $\mathbf{X}_{1} \stackrel{d}{=} \mathbf{X}_{2}$, if

$$
\mathbb{E}_{1}\left[\varphi\left(\mathbf{X}_{1}\right)\right]=\mathbb{E}_{2}\left[\varphi\left(\mathbf{X}_{2}\right)\right] \text { for any } \varphi \in C_{b, L i p}\left(\mathbb{R}^{n}\right)
$$

whenever the sub-linear expectations are finite and $C_{b, L i p}\left(\mathbb{R}^{n}\right)$ denotes the space of bounded and Lipschitz continuous functions. A sequence $\left\{X_{n}, n \geq 1\right\}$ of random variables is said to be identically distributed if $X_{i} \stackrel{d}{=} X_{1}$ for each $i \geq 1$.
(ii) (Independence) In a sub-linear expectation space $(\Omega, \mathcal{F}, \mathbb{E})$, a random vector $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{n}\right), Y_{i} \in \mathcal{H}$ is said to be independent of another random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right), X_{i} \in \mathcal{H}$ under $\mathbb{E}$, if for each test function $\varphi \in$ $C_{b, L i p}\left(\mathbb{R}^{m} \times \mathbb{R}^{n}\right)$, we have

$$
\mathbb{E}[\varphi(\mathbf{X}, \mathbf{Y})]=\mathbb{E}\left[\left.\mathbb{E}[\varphi(x, \mathbf{Y})]\right|_{x=\mathbf{x}}\right]
$$

whenever $\bar{\varphi}(x):=\mathbb{E}[|\varphi(x, \mathbf{Y})|]<\infty$ for all $x$ and $\mathbb{E}[|\bar{\varphi}(x)|]<\infty$. A sequence $\left\{X_{n}, n \geq 1\right\}$ of random variables is said to be independent, if $X_{i+1}$ is independent of $\left(X_{1}, \ldots, X_{i}\right)$ for each $i \geq 1$.

In the next part of this section, we present the main tools and preliminary lemmas that are needed for the proof of main result. The first one is about basic inequalities in upper expectation space, which has been proved by Chen et al. [3].

Lemma 2.1. Let $X$ and $Y$ be real measurable random variables in upper expectation space $(\Omega, \mathcal{F}, \mathbb{E})$.
(i) Hölder's inequality: For $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$, we have

$$
\mathbb{E}[|X Y|] \leq\left(\mathbb{E}\left[|X|^{p}\right]\right)^{\frac{1}{p}}\left(\mathbb{E}\left[|X|^{q}\right]\right)^{\frac{1}{q}}
$$

(ii) Chebyshev's inequalities: Let $f(x)>0$ be a nondecreasing function on $\mathbb{R}$. Then for any $x$,

$$
\mathbb{V}(X \geq x) \leq \frac{\mathbb{E}[f(X)]}{f(x)}, v(X \geq x) \leq \frac{\varepsilon[f(X)]}{f(x)}
$$

Let $f(x)>0$ be an even function on $\mathbb{R}$ and nondecreasing on $(0, \infty)$. Then for any $x>0$,

$$
\mathbb{V}(|X| \geq x) \leq \frac{\mathbb{E}[f(X)]}{f(x)}, v(|X| \geq x) \leq \frac{\varepsilon[f(X)]}{f(x)}
$$

(iii) Jensen's inequality: Let $f(\cdot)$ be a convex function on $\mathbb{R}$. Suppose that $\mathbb{E}[X]$ and $\mathbb{E}[f(X)]$ exist. Then

$$
\mathbb{E}[f(X)] \geq f(\mathbb{E}[X])
$$

The next one can be referred to Lemma 2.1 in Chen et al. [3].
Lemma 2.2. $\mathbb{V}(\cdot)$ is a lower continuous capacity and $v(\cdot)$ is an upper continuous capacity.

Next, we will give the Borel-Cantelli's lemma in upper expectation space.
Lemma 2.3. (i) Let $\left\{A_{n}, n \geq 1\right\}$ be a sequence of events in $\mathcal{F}$ and $(\mathbb{V}, v)$ be a pair of upper and lower probability generated by $\mathcal{P}$. If $\sum_{n=1}^{\infty} \mathbb{V}\left(A_{n}\right)<\infty$, then

$$
\mathbb{V}\left(A_{n}, \text { i.o. }\right)=\mathbb{V}\left(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} A_{i}\right)=0
$$

(ii) Suppose that $\left\{\xi_{n}, n \geq 1\right\}$ is a sequence of independent random variables in $(\Omega, \mathcal{F}, \mathbb{E})$. If $\sum_{n=1}^{\infty} v\left(\xi_{n} \geq 2 \epsilon\right)=\infty$ for some $\epsilon>0$, then

$$
v\left(\left\{\xi_{n} \geq \epsilon\right\}, \text { i.o. }\right)=v\left(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty}\left\{\xi_{i} \geq \epsilon\right\}\right)=1
$$

Proof. The proof is similar to that of Lemma 4.1 in Zhang [31].
(i) By the monotonicity of $\mathbb{V}$ and Lemma 2.2, we have

$$
\begin{aligned}
0 \leq \mathbb{V}\left(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} A_{i}\right) & \leq \mathbb{V}\left(\bigcup_{i=n}^{\infty} A_{i}\right) \\
& =\lim _{N \rightarrow \infty} \mathbb{V}\left(\bigcup_{i=n}^{N} A_{i}\right) \\
& \leq \sum_{i=n}^{\infty} \mathbb{V}\left(A_{i}\right) \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

(ii) For given $\epsilon>0$, denote $A_{n}=\left\{\xi_{n} \geq \epsilon\right\}$. Let $g(x)$ be a Lipschitz function with $I(x \geq 2 \epsilon) \leq g(x) \leq I(x \geq \epsilon)$. By Lemma 2.2 and equation $1-x \leq e^{-x}$, it is easy to check that

$$
\begin{aligned}
0 & \leq 1-v\left(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} A_{i}\right) \\
& =\mathbb{V}\left(\bigcup_{n=1}^{\infty} \bigcap_{i=n}^{\infty} A_{i}^{c}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{n \rightarrow \infty} \mathbb{V}\left(\bigcap_{i=n}^{\infty} A_{i}^{c}\right) \\
& \leq \lim _{n \rightarrow \infty} \lim _{N \rightarrow \infty} \mathbb{V}\left(\bigcap_{i=n}^{N} A_{i}^{c}\right) \\
& \leq \lim _{n \rightarrow \infty} \lim _{N \rightarrow \infty} \mathbb{E}\left[\prod_{i=n}^{N}\left(1-g\left(\xi_{i}\right)\right)\right] \\
& =\lim _{n \rightarrow \infty} \lim _{N \rightarrow \infty} \prod_{i=n}^{N} \mathbb{E}\left[\left(1-g\left(\xi_{i}\right)\right)\right] \\
& =\lim _{n \rightarrow \infty} \lim _{N \rightarrow \infty} \prod_{i=n}^{N}\left(1-\varepsilon\left[g\left(\xi_{i}\right)\right]\right) \\
& \leq \lim _{n \rightarrow \infty} \exp \left\{-\sum_{i=n}^{\infty} \varepsilon\left[g\left(\xi_{i}\right)\right]\right\} \\
& \leq \lim _{n \rightarrow \infty} \exp \left\{-\sum_{i=n}^{\infty} v\left(\xi_{i} \geq 2 \epsilon\right)\right\}=0 .
\end{aligned}
$$

Hence, we have

$$
v\left(A_{n}, \text { i.o. }\right)=v\left(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} A_{i}\right)=1
$$

The proof is completed.
In the following we give the well-known Kronecker's lemma.
Lemma 2.4. Suppose that $\left\{x_{n}, n \geq 1\right\}$ and $\left\{a_{n}, n \geq 1\right\}$ are two infinite sequences of real numbers with $0<a_{n} \uparrow \infty$. If $\sum_{n=1}^{\infty} \frac{x_{n}}{a_{n}}$ converges, then $\frac{\sum_{i=1}^{n} x_{i}}{a_{n}} \rightarrow 0$ as $n \rightarrow \infty$.

The following is Kolmogorov's inequality in $(\Omega, \mathcal{F}, \mathbb{E})$.
Lemma 2.5. Let $\left\{X_{1}, \ldots, X_{n}\right\}$ be a sequence of random variables in $(\Omega, \mathcal{F}, \mathbb{E})$ with $\mathbb{E}\left[X_{i}\right]=0, i=1, \ldots, n$. Suppose that $X_{i+1}$ is independent to $\left(X_{1}, \ldots, X_{i}\right)$ for each $i=1, \ldots, n-1$. Then

$$
\mathbb{E}\left[\left(\max _{0 \leq k<n}\left(S_{n}-S_{k}\right)\right)^{2}\right] \leq \sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{2}\right]
$$

In particular,

$$
\mathbb{E}\left[\left(S_{n}^{+}\right)^{2}\right] \leq \sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{2}\right]
$$

Proof. Let

$$
T_{k}=\max \left(X_{k}, X_{k}+X_{k-1}, \ldots, X_{k}+\cdots+X_{1}\right)
$$

Obviously, we obtain

$$
T_{k+1}=X_{k+1}+T_{k}^{+}
$$

and

$$
T_{k+1}^{2}=X_{k+1}^{2}+2 X_{k+1} T_{k}^{+}+\left(T_{k}^{+}\right)^{2}
$$

By sub-additivity of $\mathbb{E}$ and the definition of independence, we have

$$
\begin{aligned}
\mathbb{E}\left[T_{k+1}^{2}\right] & \leq \mathbb{E}\left[X_{k+1}^{2}\right]+2 \mathbb{E}\left[X_{k+1} T_{k}^{+}\right]+\mathbb{E}\left[\left(T_{k}^{+}\right)^{2}\right] \\
& =\mathbb{E}\left[X_{k+1}^{2}\right]+2 \mathbb{E}\left[X_{k+1}\right] \mathbb{E}\left[T_{k}^{+}\right]+\mathbb{E}\left[\left(T_{k}^{+}\right)^{2}\right] \\
& =\mathbb{E}\left[X_{k+1}^{2}\right]+\mathbb{E}\left[\left(T_{k}^{+}\right)^{2}\right] \\
& \leq \mathbb{E}\left[X_{k+1}^{2}\right]+\mathbb{E}\left[T_{k}^{2}\right] .
\end{aligned}
$$

Hence, we have

$$
\mathbb{E}\left[\left(\max _{0 \leq k<n}\left(S_{n}-S_{k}\right)\right)^{2}\right]=\mathbb{E}\left[T_{n}^{2}\right] \leq \sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{2}\right]
$$

The proof is completed.
Lemma 2.6. Suppose that $\psi(\cdot)$ is a nonnegative measurable function satisfying (1.3), and $X$ is a real random variable in upper expectation space $(\Omega, \mathcal{F}, \mathbb{E})$. Then for any $c>0$,

$$
C_{V}\left(\psi^{-1}(|X|)\right)<\infty \Leftrightarrow \sum_{n=1}^{\infty} V(|X| \geq c \psi(n))<\infty
$$

where $V$ is replaced by $\mathbb{V}$ and $v$.
Proof. Obviously, $C_{V}\left(\psi^{-1}(|X|)\right)<\infty$ is equivalent to $C_{V}\left(\psi^{-1}\left(\frac{|X|}{c}\right)\right)<\infty$. Note that

$$
\begin{aligned}
& C_{V}\left(\psi^{-1}\left(\frac{|X|}{c}\right)\right)=\int_{0}^{\infty} V(|X| \geq c \psi(x)) d x<\infty \\
\Leftrightarrow & \sum_{n=1}^{\infty} V(|X| \geq c \psi(n))<\infty .
\end{aligned}
$$

The proof is completed.
Lemma 2.7. Suppose that $\left\{x_{n}, n \geq 1\right\}$ is a sequence of real numbers. Then

$$
\left(\max _{1 \leq i \leq n} x_{i}^{+}\right)^{2} \leq\left(\max _{1 \leq i \leq n} x_{i}\right)^{2} \text { and }\left(\max _{1 \leq i \leq n} x_{i}^{-}\right)^{2} \leq\left(\max _{1 \leq i \leq n}\left(-x_{i}\right)\right)^{2}
$$

Proof. For $\max _{1 \leq i \leq n} x_{i}^{+}$, we consider the following two cases:
(i) If $\max _{1 \leq i \leq n} x_{i}^{+}>0$, then $\max _{1 \leq i \leq n} x_{i}^{+}=\max _{1 \leq i \leq n} x_{i}$. Hence, we have

$$
\left(\max _{1 \leq i \leq n} x_{i}^{+}\right)^{2}=\left(\max _{1 \leq i \leq n} x_{i}\right)^{2} .
$$

(ii) If $\max _{1 \leq i \leq n} x_{i}^{+}=0$, then $\max _{1 \leq i \leq n} x_{i} \leq 0$. Hence, we have

$$
\left(\max _{1 \leq i \leq n} x_{i}^{+}\right)^{2}=0 \leq\left(\max _{1 \leq i \leq n} x_{i}\right)^{2}
$$

As for $\max _{1 \leq i \leq n} x_{i}^{-}$, by $\left(\max _{1 \leq i \leq n} x_{i}^{+}\right)^{2} \leq\left(\max _{1 \leq i \leq n} x_{i}\right)^{2}$, we can get

$$
\left(\max _{1 \leq i \leq n} x_{i}^{-}\right)^{2}=\left(\max _{1 \leq i \leq n}\left(-x_{i}\right)^{+}\right)^{2} \leq\left(\max _{1 \leq i \leq n}\left(-x_{i}\right)\right)^{2}
$$

The proof is completed.
The following lemma comes from Lemma 3.7 of Xu and Zhang [27].
Lemma 2.8. Suppose that $x, y \in \mathbb{R}$. Then

$$
(x+y)^{+} \leq x^{+}+|y| \text { and }(x+y)^{-} \leq x^{-}+|y| .
$$

## 3. Main results and their proofs

In this section, we first give the sufficient conditions of Spitzer's LLN for the maximum of partial sums of independent random variables in $(\Omega, \mathcal{F}, \mathbb{E})$.
Theorem 3.1. Let $\psi(\cdot)$ be as in $\left(H_{1}\right)$ and $\frac{\psi(n)}{n} \uparrow \infty$, and let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of independent random variables in $(\Omega, \mathcal{F}, \mathbb{E})$. Suppose that there exist a random variable $X$ and a constant $C_{3}$ satisfying:
(i) $\mathbb{V}\left(\left|X_{n}\right|>x\right) \leq C_{3} \mathbb{V}(|X|>x)$ for each $x \geq 0$ and $n \geq 1$;
(ii) $C_{\mathbb{V}}\left(\psi^{-1}(|X|)\right)<\infty$;
(iii) $\sup _{n \geq 1} \mathbb{E}\left[\left|X_{n}\right|\right]<\infty$.

Then for all $\epsilon>0$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|S_{k}\right| \geq \epsilon \psi(n)\right)<\infty \tag{3.1}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\left|S_{n}\right| \geq \epsilon \psi(n)\right)<\infty \tag{3.2}
\end{equation*}
$$

In addition, if (1.3) is satisfied, then

$$
\begin{equation*}
\frac{\max _{1 \leq k \leq n}\left|S_{k}\right|}{\psi(n)}=\frac{\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|}{\psi(n)} \rightarrow 0 \text { q.s. as } n \rightarrow \infty . \tag{3.3}
\end{equation*}
$$

Proof. Note that (3.2) follows from (3.1) immediately. So we only need to prove (3.1). For fixed $n \geq 1$, denote for $1 \leq i \leq n$ that

$$
\begin{aligned}
X_{n i} & =-\psi(n) I\left(X_{i}<-\psi(n)\right)+X_{i} I\left(\left|X_{i}\right| \leq \psi(n)\right)+\psi(n) I\left(X_{i}>\psi(n)\right) \\
Y_{n i} & =X_{i}-X_{n i}=\left(X_{i}+\psi(n)\right) I\left(X_{i}<-\psi(n)\right)+\left(X_{i}-\psi(n)\right) I\left(X_{i}>\psi(n)\right) .
\end{aligned}
$$

It is easy to see that

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|S_{k}\right| \geq \epsilon \psi(n)\right) \\
\leq & \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} Y_{n i}\right| \geq \frac{\epsilon \psi(n)}{2}\right)+\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{n i}\right| \geq \frac{\epsilon \psi(n)}{2}\right) \\
= & I_{1}+I_{2}
\end{aligned}
$$

For $I_{1}$, by conditions (i) and (ii), we have

$$
\begin{aligned}
I_{1} & =\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} Y_{n i}\right| \geq \frac{\epsilon \psi(n)}{2}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq i \leq n}\left|X_{i}\right|>\psi(n)\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{V}\left(\left|X_{i}\right|>\psi(n)\right) \\
& \leq C \sum_{n=1}^{\infty} \mathbb{V}(|X|>\psi(n)) \\
& \leq C C_{\mathbb{V}}\left(\psi^{-1}(|X|)\right) \\
& <\infty .
\end{aligned}
$$

For $I_{2}$, it is easy to check that

$$
\begin{aligned}
\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{n i}\right| & \leq \max _{1 \leq k \leq n}\left|\sum_{i=1}^{n} X_{n i}-\sum_{i=1}^{k} X_{n i}\right|+\left|\sum_{i=1}^{n} X_{n i}\right| \\
& \leq 2 \max _{0 \leq k \leq n-1}\left|\sum_{i=k+1}^{n} X_{n i}\right| .
\end{aligned}
$$

Hence, we have by Lemma 2.8 that

$$
\begin{aligned}
I_{2} & \leq \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left|\sum_{i=k+1}^{n} X_{n i}\right| \geq \frac{\epsilon \psi(n)}{4}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n} X_{n i}\right)^{+} \geq \frac{\epsilon \psi(n)}{8}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n} X_{n i}\right)^{-} \geq \frac{\epsilon \psi(n)}{8}\right) \\
\leq & \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}-\mathbb{E}\left[X_{n i}\right]\right)\right)^{+} \geq \frac{\epsilon \psi(n)}{8}-\sum_{i=1}^{n}\left|\mathbb{E}\left[X_{n i}\right]\right|\right) \\
& +\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}+\mathbb{E}\left[-X_{n i}\right]\right)\right)^{-} \geq \frac{\epsilon \psi(n)}{8}-\sum_{i=1}^{n}\left|\mathbb{E}\left[-X_{n i}\right]\right|\right) .
\end{aligned}
$$

By conditions (i) and (iii), we obtain that

$$
\frac{1}{\psi(n)} \sum_{i=1}^{n}\left|\mathbb{E}\left[X_{n i}\right]\right| \leq \frac{1}{\psi(n)} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i}\right|\right] \leq C \frac{n}{\psi(n)} \rightarrow 0 \text { as } n \rightarrow \infty,
$$

and

$$
\frac{1}{\psi(n)} \sum_{i=1}^{n}\left|\mathbb{E}\left[-X_{n i}\right]\right| \leq \frac{1}{\psi(n)} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{n i}\right|\right] \rightarrow 0 \text { as } n \rightarrow \infty
$$

Hence, for all sufficiently large $n$, we have

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\mathbb{E}\left[X_{n i}\right]\right| \leq \frac{\epsilon \psi(n)}{16} \text { and } \sum_{i=1}^{n}\left|\mathbb{E}\left[-X_{n i}\right]\right| \leq \frac{\epsilon \psi(n)}{16} \tag{3.4}
\end{equation*}
$$

Note that for fixed $n \geq 1,\left\{X_{n i}-\mathbb{E}\left[X_{n i}\right], 1 \leq i \leq n\right\}$ and $\left\{-X_{n i}-\mathbb{E}\left[-X_{n i}\right], 1 \leq\right.$ $i \leq n\}$ are still independent random variables by the definition of independence. Hence, by (3.4), Lemma 2.1, Lemma 2.5, Lemma 2.7 and conditions (i), (ii) and (iii), we have

$$
\begin{aligned}
I_{2} \leq & C \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}-\mathbb{E}\left[X_{n i}\right]\right)\right)^{+} \geq \frac{\epsilon \psi(n)}{16}\right) \\
& +C \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}+\mathbb{E}\left[-X_{n i}\right]\right)\right)^{-} \geq \frac{\epsilon \psi(n)}{16}\right) \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \mathbb{E}\left[\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}-\mathbb{E}\left[X_{n i}\right]\right)\right)^{+}\right)^{2}\right] \\
& +C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \mathbb{E}\left[\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}+\mathbb{E}\left[-X_{n i}\right]\right)^{-}\right)^{2}\right]\right. \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \mathbb{E}\left[\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(X_{n i}-\mathbb{E}\left[X_{n i}\right]\right)\right)^{2}\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& +C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \mathbb{E}\left[\left(\max _{0 \leq k \leq n-1}\left(\sum_{i=k+1}^{n}\left(-X_{n i}-\mathbb{E}\left[-X_{n i}\right]\right)\right)^{2}\right]\right. \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \sum_{i=1}^{n} \mathbb{E}\left[X_{n i}^{2}\right] \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{n \psi^{2}(n)} \sum_{i=1}^{n}\left[\mathbb{E}\left[X_{i}^{2} I\left(\left|X_{i}\right| \leq \psi(n)\right)\right]+\psi^{2}(n) \mathbb{V}\left(\left|X_{i}\right|>\psi(n)\right)\right] \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{n \psi(n)} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i}\right| I\left(\left|X_{i}\right| \leq \psi(n)\right)\right]+C \sum_{n=1}^{\infty} \mathbb{V}(|X|>\psi(n)) \\
\leq & C \sum_{n=1}^{\infty} \frac{1}{\psi(n)}+C C_{\mathbb{V}}\left(\psi^{-1}(|X|)\right) \\
< & \infty
\end{aligned}
$$

Hence, we get the desired result (3.1), and thus (3.2) follows.
Next, we prove (3.3). Note that

$$
\begin{aligned}
\infty & >\sum_{n=1}^{\infty} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|S_{k}\right| \geq \epsilon \psi(n)\right) \\
& =\sum_{m=0}^{\infty} \sum_{n=2^{m}}^{2^{m+1}-1} \frac{1}{n} \mathbb{V}\left(\max _{1 \leq k \leq n}\left|S_{k}\right| \geq \epsilon \psi(n)\right) \\
& \geq \sum_{m=0}^{\infty} \sum_{n=2^{m}}^{2^{m+1}-1} \frac{1}{2^{m+1}} \mathbb{V}\left(\max _{1 \leq k \leq 2^{m}}\left|S_{k}\right| \geq \epsilon \psi\left(2^{m+1}\right)\right) \\
& =\frac{1}{2} \sum_{m=0}^{\infty} \mathbb{V}\left(\max _{1 \leq k \leq 2^{m}}\left|S_{k}\right| \geq \epsilon \psi\left(2^{m+1}\right)\right)
\end{aligned}
$$

which together with Borel-Cantelli's lemma yields that

$$
\begin{equation*}
\frac{1}{\psi\left(2^{m+1}\right)} \max _{1 \leq k \leq 2^{m}}\left|\sum_{i=1}^{k} X_{i}\right| \rightarrow 0 \text { q.s. as } m \rightarrow \infty \tag{3.5}
\end{equation*}
$$

Besides, for each $n \geq 1$, there always exists some $m$ such that $2^{m} \leq n<2^{m+1}$. By (3.5) and (1.3), we have

$$
\begin{aligned}
\frac{1}{\psi(n)} \max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right| & \leq \frac{1}{\psi\left(2^{m}\right)} \max _{1 \leq k \leq 2^{m+1}}\left|\sum_{i=1}^{k} X_{i}\right| \\
& =\frac{\psi\left(2^{m+2}\right)}{\psi\left(2^{m}\right)} \cdot \frac{1}{\psi\left(2^{m+2}\right)} \max _{1 \leq k \leq 2^{m+1}}\left|\sum_{i=1}^{k} X_{i}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{C}{\psi\left(2^{m+2}\right)} \max _{1 \leq k \leq 2^{m+1}}\left|\sum_{i=1}^{k} X_{i}\right| \\
& \rightarrow 0 \text { q.s. as } n \rightarrow \infty
\end{aligned}
$$

Therefore, (3.3) has been proved immediately. This completes the proof of the theorem.

Remark 3.1. The following is an example of function $\psi(x)$ satisfying assumptions $\left(H_{1}\right),(1.3)$ and $\frac{\psi(n)}{n} \uparrow \infty$. For $x>d \geq 0$, set

$$
\psi(x)=x^{\frac{1}{\alpha}}, 0<\alpha<1 .
$$

Obviously, $\psi(x)$ is an increasing unbounded measurable function for $x>$ $d \geq 0$,

$$
\frac{\psi(\sigma x)}{\psi(x)}=\sigma^{\frac{1}{\alpha}} \leq C_{2}
$$

and

$$
\frac{\psi(n)}{n}=n^{\frac{1}{\alpha}-1} \uparrow \infty
$$

According to Theorem 3.1 and Borel-Cantelli's lemma, we will give the necessary conditions for the Spitzer's LLN for the maximum of partial sums of i.i.d. random variables in $(\Omega, \mathcal{F}, \mathbb{E})$.

Theorem 3.2. Let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of i.i.d. random variables. Suppose that $\psi(\cdot)$ satisfies the assumption $\left(H_{1}\right)$ and (1.3). If (3.1) holds, then for any $\epsilon>0$,

$$
\sum_{n=1}^{\infty} v(|X| \geq \epsilon \psi(n))<\infty
$$

and thus

$$
\begin{equation*}
C_{v}\left(\psi^{-1}(|X|)\right)<\infty . \tag{3.6}
\end{equation*}
$$

Proof. Note that

$$
\left|X_{n}\right|=\left|S_{n}-S_{n-1}\right| \leq\left|S_{n}\right|+\left|S_{n-1}\right| \leq 2 \max _{1 \leq k \leq n}\left|S_{k}\right|
$$

From the proof of Theorem 3.1, we know that when (3.1) and (1.3) hold, (3.3) also holds. Hence, we have

$$
\begin{equation*}
\frac{\left|X_{n}\right|}{\psi(n)} \leq \frac{2 \max _{1 \leq k \leq n}\left|S_{k}\right|}{\psi(n)} \rightarrow 0 \text { q.s. as } n \rightarrow \infty \tag{3.7}
\end{equation*}
$$

Suppose that there exists $\epsilon_{0}>0$ such that $\sum_{n=1}^{\infty} v\left(|X| \geq 2 \epsilon_{0} \psi(n)\right)=\infty$. Let $A_{n}=\left\{|X| \geq \epsilon_{0} \psi(n)\right\}, n=1,2, \ldots$. By (ii) of Lemma 2.3, we have

$$
\mathbb{V}\left(\frac{|X|}{\psi(n)} \nrightarrow 0\right) \geq \mathbb{V}\left(A_{n}, \text { i.o. }\right) \geq v\left(A_{n}, \text { i.o. }\right)=1
$$

which implies $\mathbb{V}\left(\frac{|X|}{\psi(n)} \nrightarrow 0\right)=1$, but it contradicts (3.7). Therefore, we get that for any $\epsilon>0$,

$$
\sum_{n=1}^{\infty} v(|X| \geq \epsilon \psi(n))<\infty
$$

Together with Lemma 2.6 it yields (3.6). This completes the proof of the theorem.
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