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Abstract 

A common approach to the problem of predicting student test scores is based on the student's previous 

educational history. In this study, high school transcripts of about two thousand candidates, who took the 

High-school Student Assessment (HSA) were collected. The data were estimated through building a regression 

model - Random Forest and optimizing the model's parameters based on Genetic Algorithm (GA) to predict 

the HSA scores. The RMSE (Root Mean Square Error) measure of the predictive models was used to evaluate 

the model’s performance. 

 
Keywords: Student Assessment; Machine learning; Entrance Examination.

1. Introduction 
In recent years, education in Vietnam has experienced lots of changes in methods of selecting students to 

admit to higher education training programs. Besides the traditional method that used the results students got 

from the high school graduation subject-based exams as the only information resource for selection, individual 

universities have developed various alternatives to serve this purpose, of which a popular way is using the 

scores students got from an independent assessment developed and administered by a professional testing 

organization. There was such an independent assessment called High School Assessment (HSA). In 2022, 

there were 62,633 students taking HSA, and more than 30 universities accepted this instead of entrance 

examination. The assessment was developed to measure three groups of competencies: (i) creativity and 

problem-solving; (ii) linguistic thinking, reasoning, logic, computation and data processing; and (iii) self-study, 

self-discovery, and application of technology, natural and social sciences. The test consisted of three parts: 

quantitative thinking, qualitative thinking, and scientific, with the total raw score of 150.  
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Many studies have been carried out to build models to predict test scores of students [1]-[6]. The results 

from these models could assist students in self-evaluating their abilities and offering more appropriate learning 

routes. In 2016, Mark Sweeney and his colleagues developed a method to predict student grades [1]. They 

tried many classical and modern methods such as Factorization Machines (FM) and Random Forest (RF) and 

obtained better results compared to tradition approaches. In 2019, Vijayalakshmi V. proposed a system to 

predict student performance using Deep Neural Network [2]. They used a variety of techniques which included 

Decision Tree (C5.0), Naive Bayes, Random Forest, Support Vector Machine, K-Nearest, and Deep Neural 

Network to conduct the experiment by using a Kalboard 360 Dataset1. It is an educational dataset accumulated 

from learning the board structure called kalboard 360. The instructive accumulation expands into 500 students 

with 17 features. The highlights are assembled into three essential classes: the first is Demographic features, 

for example, nationality and sexual orientation… The experimental results shown that the Deep Neural 

Network outperformed among the other six methods with an accuracy of 84%. In the 2016 study, A. A. Saa 

was also interested in exploiting education data and exploring the factors that were theoretically assumed to 

affect student achievement at higher education. They expected to develop a better model which could 

categorize and predict students’ learning achievement based on relevant social and personal factors [3]. Z. 

Iqbal et al., in their 2019 study, evaluated various modern machine learning techniques to predict college 

student grades and found that the Restricted Boltzmann Machine (RBM) model could predict students' scores 

more accurately [4]. Pentel Avar presented a linear regression model that utilized data generated by the 

activities of students in two courses to predict their final exam scores [5]. For similar purpose, Fiseha Berhanu 

and Addisalem Abera used a concept of educational data mining students’ performance to predict students’ 

learning achievement, based on their academic record, using a decision tree algorithm [6]. 

Come up with the practical enrollment needs mentioned above, this study aimed to develop a model for 

predicting students’ test scores based on their high school transcripts. We proposed a parameter optimization 

method using Genetic Algorithm (GA) for Random Forest (RF) to find the optimal parameters for HSA score 

prediction model. By utilizing these algorithms, suitable parameters can be selected to enhance the accuracy 

of the test score prediction model. 

The remainder of the paper is structured as follows: a Machine Learning pipeline for predicting HSA score 

is described in section 2. Then, experiment results and discussions will be presented in the next section. Finally, 

the conclusion is presented in the last section. 

 

2. Machine learning framework to predicts HSA score 

We proposed the machine learning framework (Figure 1) with four phases:  

- The first phase involves data exploit consisting of extracting, normalization, and data labeling.  

- The second phase is to manage the optimal parameters set of models for fitting the training data. 

- The third phase is to evaluate the models. 

- The last phase is to predict the results with a new raw dataset. 

 
1 https://www.kaggle.com/aljarah/xAPI-Edu-Data 
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Figure 1. The optimal machine learning framework predicts HSA score. 

In this study, we first attempted to identify suitable machine learning models for the given dataset. 

Subsequently, we utilized Genetic Algorithm (GA) techniques to determine the optimal parameter set for the 

selected model. As it can be seen in Figure 2, a genetic algorithm mimics natural selection by evolving a 

population of individual solutions over time to the current problem until a termination condition is fulfilled 

and the best individual is returned as result of the algorithm. 

One of the significant results from this research is the proposal to apply a genetic algorithm to solve the 

problem of selecting the best model and optimal parameter set for predicting test scores. Although randomized, 

the genetic algorithm utilizes historical information to guide the search towards regions of better performance 

within the search space. The basic techniques of the genetic algorithm are designed to simulate processes in 

natural systems that are necessary for evolution. A genetic algorithm has several strategy parameters, including 

population size, mutation operator and mutation rate, crossover operator and crossover rate, selection 

mechanism and selective pressure, etc. An adequate parameter setting can be crucial in obtaining high-quality 

solutions.  

 

Figure 2. Algorithm for finding the best parameter set for RF based on GA 
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The parameters used in our implementation were: 

• Population size: This parameter controls the sample size for each population. The population size 

used here was 100 individuals. 

• Crossover operator and crossover rate: The crossover operator creates a new chromosome by 

combining parts of two (or more) parent chromosomes. In this paper, linear crossover, which 

consists of taking two chromosome (treating it as vectors) and creating a linear combination of 

these vectors as result, was used. The crossover rate used here was 0.8 (80%). 

• Mutation operator and mutation rate: The mutation operator mutates a specific gene across the 

entire population, preventing the population from converging to a local minimum by keeping the 

solutions from becoming too similar to each other. While most of the search is performed through 

crossover, mutation is crucial in maintaining diversity within the population. The mutation rate 

used in this study was 0.03 (3%). 

• Selection mechanism: selectors are responsible for selecting a given number of individuals from 

the population, then obtaining survivors and offspring. The selection mechanism used here was the 

roulette-wheel selector, which is a fitness proportional selector that applies less selective pressure 

over than other strategies such as tournament selector. 

• Termination condition: termination condition is the criteria to determine when the Genetic 

Algorithm should end. The termination condition used here was that the algorithm to stop its steady 

state. In our case, the algorithm stopped when it reached the 60th generation without improvement. 

 

3. Experiments and results 

 

3.1. Dataset 

The dataset used in this experiment was collected from 1954 candidates who participated 

in an independent competency assessment (High School Assessment – HSA) conducted for 

the purpose of selecting high school graduates for admission to universities in 2022. The 

dataset consists of 35 attributions, of which all reflected students’ personal and learning 
achievement attributes, as follows: 

- The first attribution for gender 

- The next 33 attributions are presented the academic records of 3 years high school achievement of 

students consisted of annual GPA, annual final grades in Mathematics, Vietnamese and Literature, 

Physics, Chemistry, Biology, History, Geography, Citizenship Education, and Foreign Languages (9 

subjects), and personal annual academic qualification (i.e. excellent, very good, good, passable, bad…).  

- The last attribution for HSA value 

The HSA also covers these 9 subjects. The dataset is ensured of being comprehensive, accurate and 

possessing no missing data. Thanks to the provision of data directly from the management system. 
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Figure 3. HSA Score Frequency Histogram with around two thousand candidates 

Figure 3 represents the test has a proper discrimination with the raw scores range from 40 to 120, with a 

focus ranges from 70-90 and fewer scores falling below 60 and over 100. 

 

3.2. Experimental results and discussions 

We tried with several machine learning methods, including Support Vector Machines (SVM), Logistic 

Regression (LR), Random Forest (RF), Artificial Neural Networks (ANN), and Gradient Boosting (GB).  

Table 1. The result of ML methods with default parameters to deal with dataset 
 

SVM LR RF ANN GB 

RMSE 13.76 12.36 9.85 12.21 10.61 

The Table 1 showed that the RF model returned the best performance. While the GB model's results are the 

second and the results of SVM model is the worst among 5 models. Then, we applied some parameters optimal 

methods like Grid Search, Random Search and Genetic Algorithm to find the optimal hyper-parameter set of 

RF to deal with this data set. 

Table 2. Results of parameters tuning based on GA, GS, RS 

 RF + Random Search RF + Grid Search RF + Genetic Alg. 

RMSE 9.81 9.8 9.66 

Exe. time (s) 145 1152 6181 

The results in Table 2 showed the RMSE and execute time of the combination of Random search (RS), 

Grid search (GS), and Genetic algorithm (GA).  The RF + GA model was found to be the highest accurate, 

although it took the longest time to run. It spent very long time for obtaining the optimal RMSE value of 9.66.  

When comparing the execution time, it shows that the execution time in different approaches is different. 

The RF + GA model shows the longest execution time (6181s) while the RF + RS model has the shortest 

execution time of only 145s and the RF + GS model took about 1152s. The reason why tuning hyperparameters 
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in a GA takes a long time is that the search space for the hyperparameters can be very large, therefore the 

effects of changing one hyperparameter are more likely to alter the effects of another hyperparameter. This 

means that finding the best combination of hyperparameters requires a large number of experiments, which 

can be time-consuming. Random Search is similar to Grid search, but instead of using all points in the Grid, it 

only checks a randomly selected subset of these points. The smaller this subset is, the faster but less precise 

the optimization will be. The larger this dataset is, the more accurate the optimization can get but the closer it 

is to Grid search. Although RS probably won't be the best score, it can still be a good set of values that gives 

us a good model. 

 

Figure 6. Comparison of the predicted results and actual results with optimal parameters 
using RF + GA 

Based on the results given in Table 2, RF + GA was chosen because of being shown best results. Because 

of the small data set, all models have small execution times, and the results are almost instantaneous. 

 

4. Conclusion 

There are many approaches, frameworks as well as platforms to predict HAS score based on Machine 

Learning techniques. In this paper, we proposed a novel method to find the optimal hyper-parameters of 

Machine Learning algorithms to predict HAS score based on tuning methods such as Grid Search, Random 

Search and Genetic Algorithm. Firstly, five conversion models consisting of SVM, LR, RF, ANN and GB are 

implemented. The obtained results shown that the Random Forest algorithm gave relatively good results with 

a RMSE of 9.66. Then we applied the tuning techniques consist of Grid Search, Random Search to manage 

the optimal results. Then, we proposed a novel method using Genetic Algorithm to manage the optimal 

parameters of the RF model to enhance the accuracy of predicting HSA results based on students’ high school. 

Experimental results on the aforementioned dataset have demonstrated significant outcomes, with RMSE is 

9.66, much lower than that of other studies.  

In the future research, we plan to incorporate additional attributes including family background, gender, 

and enrollment region, which have been demonstrated to impact student achievement. 
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