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Abstract

This paper introduces a real-time face swapping system that enables video influencers to swap their faces 

with arbitrary generated face images of their choice. The system is implemented as a Django-based server 

that uses a REST request to communicate with the generative model, specifically the pretrained stable diffusion 

model. Once generated, the generated image is displayed on the front page so that the influencer can decide 

whether to use the generated face or not, by clicking on the accept button on the front page. If they choose to 

use it, both their face and the generated face are sent to the landmark extraction module to extract the 

landmarks, which are then used to swap the faces. To minimize the fluctuation of landmarks over time that can 

cause instability or jitter in the output, a temporal filtering step is added. Furthermore, to increase the 

processing speed the system works on a reduced set of the extracted landmarks. 
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1. Introduction

In recent years, there has been a growing trend of video influencers who choose not to reveal their identities 

on their channels[1][2]. These content creators are commonly known as "faceless influencers" or "anonymous 

influencers". They employ various methods such as wearing masks, applying digital masks or using voice-

changing software to conceal their appearance. There are several reasons why YouTubers may opt for 

anonymity. A first reason is that it serves as a means of safeguarding their privacy and personal lives, especially 

if they tackle sensitive or controversial topics. Another reason might be the one that the anonymity is a creative 

choice, adding an element of intrigue and mystery to their content.

Despite not showing their faces, these video influencers have managed to build a dedicated following and 

forge connections with their audiences through their content and personalities. Some of the most successful 

faceless video influencers have developed personas or characters to represent themselves on their channels, 
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setting themselves apart from others and establishing a unique brand.

The advent of deep learning has led to the creation of numerous technologies that allow for digital face 

masking. One such technique is deepfake, which has the ability to superimpose one person's face onto 

another's[3][4]. However, most deepfake technologies do not operate in real-time and require a certain 

processing time to output a video where the face has been replaced, usually when a video is inputted offline.

The computer requires sufficient resources to perform the necessary processing to hide your face, which may 

lead to delays.

Another digital masking method is face swapping which is a computer vision technique that involves 

replacing the face of one person in an image or video with the face of another person. This technique involves

manually selecting facial features such as eyes, nose, and mouth, and replacing them with corresponding 

features from another face. There are several platforms which offer face swapping services. “Reface” is an app 

which allows users to swap their faces with celebrities, movie characters[5]. “Snap Camera” is a desktop 

application that allows users to add augmented reality lenses and also offers a face swapping feature that allows 

users to switch their faces with other people or even objects[6]. “Face Swap Live” allows users to swap faces 

with their friends or even celebrities in real-time[7]. “MSQRD” is an app that offers a face swapping feature 

that allows users to switch their faces with other people or even animals[8]. “DeepArt.io” is a website uses 

deep learning algorithms to create art by merging two images together[9]. Users can upload a photo of 

themselves and an image of their choosing to create a unique face-swapped artwork. 

However, in all of the above platforms, users are either limited to pre-defined faces offered by the system or 

are required to prepare the faces they want to swap with their own faces. In this paper, we propose a platform 

that enables users to generate faces using a generative model, and then select the desired face image to replace 

their own. The selected face is then applied to the user's face based on landmark detections. To accelerate the 

face swapping process, we perform landmark selection on the original landmarks extracted by a landmark 

extraction network. Additionally, we apply temporal filtering on the selected landmarks to reduce the shaking 

of the swapped face.

2. Preliminaries

The following techniques were employed to implement the proposed system.

2.1 Stable Diffusion

Stable Diffusion is a deep learning model in the field of artificial intelligence, developed in collaboration with 

Stability AI and Runway ML, and based on the research proposed by the Machine Vision & Learning Group 

(CompVis) lab at the University of Munich[10]. The stable diffusion technique involves the use of three 

artificial neural networks: CLIP, UNet, and VAE (Variational Auto Encoder). When a user inputs text, the text 

encoder (CLIP) converts the text into a tokenized format that can be understood by UNet. The UNet then 

generates a series of noise patterns based on the tokens, and these patterns are progressively denoised to 

produce a high-quality image. The role of the VAE is to convert the denoised image into pixel values. 

Compared to previous diffusion probability image generation models, stable diffusion is more efficient as it 

employs autoencoders at the front and back to insert and remove noise in a smaller latent space, rather than the 

entire image. This results in a significant reduction in computational resources required, particularly when 

generating images at high resolutions.

2.2 Mediapipe

MediaPipe is an AI framework developed by Google that provides a set of tools for performing vision-
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related AI tasks using video data[11]. It offers a variety of functions and models, such as face recognition, pose 

estimation, object detection, and motion tracking, that target the human body.

MediaPipe is provided as a library, making it convenient to use with various programming languages and 

environments, in addition to Python. The framework includes pre-trained AI models, which eliminates the 

need for developers to build and train models from scratch. Instead, developers can simply call the library's 

functions to implement vision AI functions.

2.3 Django Framework

Django is an open-source web framework written in Python that follows the model-template-view (MTV) 

pattern[12]. It is currently maintained by the Django Software Foundation. Django's primary goal is to simplify 

the creation of database-driven websites. It emphasizes the reuse of components, the ability to add plug-ins, 

and rapid development. By providing a set of pre-built components and a clear architecture, Django enables 

developers to focus on building specific features and functionality, rather than worrying about low-level details.

3. Real-time Face Swapping with Arbitrary Generated Face Image

3.1 Text to Image Generation through a Web-based Interface

In order to generate an arbitrary face image based on the user's text query input, we implemented a Django 

server which connects to a pre-existing image generation system, i.e., a Stable Diffusion Model API, through 

a REST API. The Django server will act as a client and send HTTP requests to the Stable Diffusion Model 

API. The front-end interface allows the user to input a text query. Then the back-end logic handles this text 

query input and sends a request to the image generation system through an API. After the image generation 

process is completed, the image is stored at a specific address on the internet. The server then sends this address 

back to the client-side code, which uses this address to request the image. Once the image is retrieved by the 

client-side code, it is displayed to the user in the HTML template in the Django server. Then the user can 

decide whether he wants to use this image or not by clicking on the accept or decline button. When the user 

accepts the generated image by clicking on the accept button, the generated image is sent to the Landmark 

detection module for extracting and processing the landmarks. Figure 1 shows the operation flow of the Django 

Web Server which interacts via the REST API with the pretrained generation model. 

Figure 1. Django Web Server which sends a REST Request to the pre-trained image 

generation API and gets the generated image as a REST Response
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3.2 Landmark Processing

After the generated face image is sent to the image processing module, the image is put as the input to a pre-

trained landmark detecting deep leaning model, i.e., the Mediapipe model, which detects the landmarks. The 

computation cost of the following processes become prohibitively high when using all landmarks. To address 

this issue, we apply a process R to reduce the number of landmarks in the original set ����
�����, resulting in a 

new set ���� with a smaller size:

���� = �(����
�����)                                   (1)

However, as each frame is processed independently, the landmarks in the generated images may fluctuate 

significantly over time, causing instability or jitter in the output. Therefore, we have to apply also a temporal 

filtering on the landmarks to reduce the fluctuation. To reduce the fluctuation of the landmarks over time, we 

employ a method of smoothing known as the cumulative moving average, which averages the landmark 

positions across multiple frames in the temporal axis[13].

Let denote by ���� the position vector of the landmarks in the current frame and denote by CA� the 

cumulative average of the position vectors up to the previous frame. Then, the equation for the cumulative 

moving average of the current frame becomes:

CA��� =
������∙���

���
                                 (2)

Figure 2 shows the process flow of the landmark processing steps.

Figure 2. Landmark processing which includes landmarks extraction, landmarks 

selection and temporal filtering steps

3.2 Face Swapping

After we extracting and processing the landmarks, we use them to swap the face in the incoming frame image 

with that of the generated image. The process proposed in a lecture in [14] outlines the following steps:

1. Apply Delaunay triangulation to the landmarks of both the generated face and the face in the incoming 

frame.
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2. Identify corresponding local triangles in both images and compute an affine transform matrix between 

them.

3. Copy all the pixels in the generated face image into the local triangles in the face region of the 

incoming frame, using the computed affine transform matrix.

4. Apply seamless blending to the swapped face to reduce the color difference between the swapped 

region and the non-swapped region of the face. 

One common issue is the inability to extract all the landmarks of the face in the incoming frame due to factors 

such as face motion or changes in illumination. In such cases, the YouTuber's face may become exposed, 

which is a critical problem since the YouTuber who desires to remain anonymous can be identified by the 

viewers. Therefore, we add a test process in the above algorithm which confirms that the landmarks are all 

extracted. If not all the landmarks can be extracted, the corresponding frame is treated as an exception and 

becomes discarded. Instead, the previous frame is used to replace the current frame which helps the 

preservation of the anonymity of the YouTuber. Figure 3 illustrates the complete process of the arbitrary face 

swapping system that employs selection of arbitrary generated face images.

Figure 3. Overall System Diagram of the proposed arbitrary generated face swapping system
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4. Experimental Results

The implemented software's operation is demonstrated in Figure 4. The process begins by inputting a text 

prompt into the front-end page of our server's input interface. The server then transmits this prompt to a 

pretrained generative model through an API, which returns the results displayed on a separate front-end page 

of our server. When the user selects the generated image, the face swapping algorithm initiates, resulting in a 

real-time face swap. Figure 4 illustrates swapped face images, with the upper row displaying the generated 

images and the lower row showing the corresponding swapped results. 

Figure 4. Face swapping results with different arbitrary generated face images.                    

Upper row: arbitrary generated face image, Bottom row: face swapped result

Figure 5 shows the effect of using a cumulative averaging on the landmarks. We used a distance measure 

which measures the L2 difference of the landmark position vectors in the previous and the current frames when 

the face is motionless. It can be seen from Fig. 5 that the L2 difference is significant when not using the 

cumulative averaging than when using it. This verifies that the landmarks are less unsteady when using the 

cumulative averaging.

                    

Figure 5. Comparison between the L2 differences of the current and previous landmarks with and 

without using the cumulative averaging
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Table 1 presents a comparison of computation time between the original and reduced landmark sets. The 

table demonstrates that using the reduced landmark set reduces computation time by more than half.

Table 1. Comparison of computation time with and without landmark reduction

Method Computation Time (Seconds per Frame)

With Landmark Reduction 0.1489

Without Landmark Reduction 0.3605

5. Conclusion
This paper presents a system that swaps the face of a YouTuber with an arbitrary generated face image from a 

pretrained generative model. We implemented a Django-based server that allows users to input a text to 

generate a face and can select the preferred face, which is sent to the landmark extraction module for processing 

upon acceptance. The resulting landmarks are used to replace the user's face with the generated face. To reduce 

computation time, we implemented a landmark reduction step and used a cumulative average method to 

minimize the fluctuation of landmarks over time. Additionally, we proposed a solution for the exceptional case 

when landmark detection fails, which involves detecting the failure and using the previous successfully 

detected frame to prevent the YouTuber's face from becoming exposed.

Overall, our system offers a practical solution to the challenge of generating realistic face swaps for online 

content creators, and has potential applications in fields such as entertainment, advertising, and education. Our 

work contributes to the growing body of research in the area of real-time computer vision techniques for real-

time anonymization, and we hope that our approach will inspire further research and development in this field.
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