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Artificial intelligence (AI) is a field of computer science that equips machines with human-like intelligence and enables them to 
learn, reason, and solve problems when presented with data in various formats. Neurosurgery is often at the forefront of innovative 
and disruptive technologies, which have similarly altered the course of acute and chronic diseases. In diagnostic imaging, such 
as X-rays, computed tomography, and magnetic resonance imaging, AI is used to analyze images. The use of robots in the field 
of neurosurgery is also increasing. In neurointensive care units, AI is used to analyze data and provide care to critically ill patients. 
Moreover, AI can be used to predict a patient’s prognosis. Several AI applications have already been introduced in the field of 
neurosurgery, and many more are expected in the near future. Ultimately, it is our responsibility to keep pace with this evolution to 
provide meaningful outcomes and personalize each patient’s care. Rather than blindly relying on AI in the future, neurosurgeons 
should gain a thorough understanding of it and use it to enhance their patient care.
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INTRODUCTION

Artificial intelligence (AI) is a field of computer science that 

equips machines with human-like intelligence and enables 

them to learn, reason, and solve problems when presented 

with data in various formats. The term AI encompasses a wide 

range of words. To define the relationship between the words, 

there is data analytics, AI, and robotics in data science, as well 

as machine learning, artificial neural networks, and deep 

learning. AI uses a combination of machine learning algo-

rithms, artificial neural networks, deep learning, and other 

data analysis techniques to achieve intelligent capabilities (Fig. 1). 

The healthcare sector is experiencing a paradigm shift with 

the recent increasing trend of mass digitization of informa-

tion. Neurosurgery is often at the forefront of innovative and 

disruptive technologies, which have similarly altered the 
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course of acute and chronic diseases22). The purpose of this 

study is to gain a better understanding of AI, its role in neuro-

surgery, and its future development directions. 

HISTORY OF AI

Humans have long wanted to build thinking machines. 

Turing41) suggested the possibility of developing AI and de-

vised a test method to confirm it. The Turing Machine led 

John von Neumann to develop a standard computer architec-

ture. This is considered to be the beginning of AI. Rosen-

blatt31) developed an artificial neural network called the per-

ceptron using artificial neurons that mimic human neurons. 

Following that, AI research received a great deal of attention 

and a substantial research grant from the U.S. Department of 

Defense. However, Minsky and Papert24) criticized the limita-

tions of the perceptron by publishing a mathematical proof 

that the perceptron can be applied to linearly separable prob-

lems such as AND or OR, but not to XOR problems. It was 

not until the introduction of expert systems into the industry 

in the 1980s that AI research, which had been stagnating for 

many years, received attention again. A lack of computer re-

sources, excessively difficult management, and low cost-effec-

tiveness, have however, led to a decline in interest in the re-

search of AI. In the 2000s, deep learning technology based on 

Hinton’s Deep Belief Network began to show potential for 

practical use16,25). With this as an opportunity, deep learning 

technology re-emerged. This demonstration of the potential 

of deep learning led Google to acquire DeepMind Technology 

in 2014, a company that specializes in reinforcement learning. 

Then, AlphaGo beat Lee Sedol in 2016 and Ke Jie in 2017, and 

AI was once again thrust into the spotlight. Since the advent 

of deep learning, AI has been developing rapidly, and it is 

changing so rapidly that it is impossible to predict which tech-

nology will receive attention in the future. 

ARTIFICIAL CONSCIOUSNESS : THE ULTIMATE 
GOAL OF AI

The ultimate goal of AI is to create consciousness. Thus far, 

humans have copied various functions of the brain, but not 

the consciousness. It is doubtful whether it will be possible in 

the future. As with any machine, AI is still a tool that produc-

es output when input is provided. The current AI works like a 

slave, but does not seem to have emotions or free will. The in-

telligent machine can easily imitate phenomenological fea-

tures of consciousness, but do not seem to be able to shape 

psychological features13). It is not possible for the machine to 

receive input or output by making plans on its own with sub-

jectivity. However, human beings are aware of their existence, 

of the process of input and output, and of the feelings that ac-

company these processes. That cognitive ability is defined as 

consciousness. The Turing test can determine whether a ma-

chine has intelligence, but it cannot determine whether it is 

conscious. This has been proven with the Chinese room argu-

ment33). However, if AI becomes conscious, it would be very 

difficult to distinguish it from humans. It would also be very 

difficult to prove that a first-person perspective exists on the 

machine. The world after the realization of conscious AI will 

be revolutionary. Currently, the phenomenon of conscious-

ness has been accepted as a phenomenon emerging from the 

complex connection of neural structures. It is advocated that 

consciousness can only be realized in a particular physical 

system because consciousness has properties that depend on 

physical constitution4). Nevertheless, proponents of artificial 

consciousness believe that it is possible to construct a system 

Fig. 1. To de�ne the relationship between the words in data science. AI : 
artificial intelligence, ML : machine learning, ANN : artificial neural 
network, DL : deep learning.
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that can emulate this neural correlate of consciousness inter-

operation12). The mechanism of consciousness has not yet 

been elucidated, and the means for its research are inadequate. 

Computers are unable to keep up with the connectivity and 

complexity of the brain, but if connectivity explosively in-

creases and complexity is overcome with the development of 

technologies such as quantum computing in the future, it has 

been carefully predicted that a consciousness phenomenon 

will arise in electrical systems. As neurosurgeons are privi-

leged to have access to the human brain, they are obliged to 

answer these philosophical questions in a scientific manner.

THE FUNCTION OF AI IN NEUROSURGERY 

Diagnosis 
There are several studies in the field of neurosurgery that 

analyze images with AI7,14,18,27,32,37,42) (Table 1). The use of imag-

ing has increased dramatically over the past few decades. X-

rays, computed tomography (CT), magnetic resonance imag-

ing (MRI), etc. used in neurosurgery are essential tools for 

diagnosis. Manual measurements and calculations of numer-

ous vertebral pelvic parameters in full spine X-rays require 

considerable time and effort. Therefore, the location of ana-

tomical landmarks on semi-automated and automated spine 

X-rays and the segmentation of the spine on plain X-rays have 

been studied for more than 10 years9). Recently, a deep-learn-

ing method has been applied to automatic sagittal X-ray imag-

ing parameter measurement, and there is a good correlation 

between the standard error of mild to moderate degree and 

manual measurements20).

MRI is an important tool used for the detection, character-

ization, and monitoring of brain tumors, and typically em-

ploys a variety of sequence types1). Accurate tumor diagnosis 

is necessary to effectively determine a patient’s prognosis. The 

field of neuroimaging is increasingly leveraging the power of 

machine learning for clinically useful classification, enabling 

individual patient outcome prediction and semi-automated 

tumor description and diagnosis6).

In the acute care setting, CT imaging is an important diag-

nostic tool for many urgent pathologies, such as intracranial 

hemorrhage. In particular for intracranial hemorrhage, rapid 

CT readings are needed, as half of the resulting mortality is 

reported to occur in the first 24 hours. However, the increase 

in the amount of burns places a great burden on radiologists 

who must maintain the accuracy and efficiency of diagno-

sis23). An AI decision support system has been developed to 

maintain diagnostic performance even in the face of increas-

Table 1. Recent research in the �eld of neurosurgery by analyzing images with arti�cial intelligence 

Study Journal Article title Algorithms used in the study

Scherer et al.32) (2016) Stroke Development and validation of an automatic segmentation 
algorithm for quantification of intracerebral hemorrhage

RF

Urbizu et al.42) (2018) J Neurosurgery Machine learning applied to neuroimaging for diagnosis of 
adult classic Chiari malformation: role of the basion as a key 
morphometric indicator

7 machine learning algorithms 
trained : NB, DT, K-NN, LR, SVM, 
LDA

Paliwal et al.27) (2018) Neurosurg Focus Outcome prediction of intracranial aneurysm treatment by flow 
diverters using machine learning

SVM, LR, K-NN, ANN

Hale et al.14) (2018) Neurosurg Focus Machine learning analyses can differentiate meningioma grade 
by features on magnetic resonance imaging

K-NN, SVM, NB, ANN

Huang et al.18) (2019) J Neurosurgery 
Spine

A computer vision approach to identifying the manufacturer 
and model of anterior cervical spinal hardware

KAZE feature extractor, K-means 
clustering, SVM

Burström et al.7) (2019) J Neurosurgery 
Spine

Machine learning for automated 3-dimensional segmentation 
of the spine and suggested placement of pedicle screws 
based on intraoperative cone-beam computer tomography

Multiple segmentation algorithms 
trained (not mentioned)

Staartjes et al.37) (2020) J Neurosurgery Neural network–based identification of patients at high risk for 
intraoperative cerebrospinal fluid leaks in endoscopic pituitary 
surgery

DL

RF : random forest, NB : boosted DT, DT : decision tree, K-NN : K-nearest neighbors, LR : logistic regression, SVM : support vector machine, LDA : linear 
discriminant assay, ANN : artificial neural network, DL : deep learning 
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ing clinical volumes43). Recently, the U.S. Food and Drug Ad-

ministration approved an AI powered by a deep learning algo-

rithm called Viz.ai that analyzes images to detect potential 

large vessel occlusive strokes in CT angiography and alert spe-

cialists to initiate emergency treatment30).

Robot in surgery 
There are several studies on surgical treatment using robots 

in the field of neurosurgery deep brain stimulation therapy 

has traditionally been performed in the awake state guided by 

microelectrode recording, however, in recent years, asleep sur-

gery is becoming more and more common38). Regardless of 

the technique, the goal is to position the leads as accurately as 

possible for the best clinical results46). Robot support can be 

used to provide high precision and precision in the embed-

ding of electrodes while improving efficiency. Mazor Renais-

sance (Medtronic, Dublin, Ireland), ROSA (Zimmer Biomet, 

Westminster, CO, USA), Neuromate (Renishaw, West Dundee, 

IL, USA), and Stealth Autoguide (Medtronic) have been made 

and are still in use today3). As a result of robotic use, robot-as-

sisted stereotaxic fixation has been able to reduce time-con-

suming and error-prone frame coordinate adjustments, im-

prove consistency, reduce errors, reduce surgical time, and 

reduce surgical complications28).

Robotic application supports endoscopic guided hemi-

sphere resection. This is a well-documented surgical option 

for children with drug-resistant epilepsy due to hemispheric 

pathology. An endoscope is attached to the robotic arm ROSA 

(Zimmer Biomet), and disconnection of the hemisphere is 

performed using a hemispherical approach by a small (3×4 

cm) craniotomy44). Other similar applications include endo-

scopic intranasal therapy, intraventricular tumor resection, 

and endoscopic third ventricle patency8).

In summary, robots enable precise and controlled move-

ments that are not affected by fatigue or stress. Additionally, 

software optimization and AI algorithms help the robot deliv-

er consistent results across different operators through preset 

movements. Robots can also reduce occupational risks to op-

erators by eliminating accumulated radiation. Finally, one of 

the most innovative innovations with robot assistance is the 

ability to perform remote interventions.

AI IN NEUROLOGICAL INTENSIVE CARE UNITS 
(NEURO ICU)

People working in ICU routinely interpret large, uneven pa-

tient datasets, including data types such as physiological wave-

forms, continuous electroencephalograms (EEG), laboratory 

examinations, and radiologic examinations. This has proven 

to be very difficult and time consuming, and ICU workers 

may not be able to integrate critical information into clinical 

decision making in a way that could affect patient outcomes. 

Therefore, there is an important clinical need to support clini-

cal decision-making by using AI to automatically interpret 

large amounts of data collected in ICU and improve patient 

care.

The majority of patients in neuro ICU are bedside patients. 

Therefore, EEG and functional MRI, which are used to check 

consciousness, are necessary for ICU patients. Claassen et al.10) 

used support vector machines to detect cognitive motor dis-

sociation to rapidly read EEGs from unresponsive healthy pa-

tients.

Continuous intracranial pressure monitoring is a routinely 

performed method in the neuro ICU to detect increases in in-

tracranial pressure associated with decreased cerebral perfu-

sion5).

Raj et al.29) developed a dynamic multiple regression predic-

tive model for predicting total-cause mortality 30 days after 

traumatic brain injury. The model used parameters collected 

from continuous intracranial pressure waveform measure-

ments obtained from intraventricular catheters or intraparen-

chymal probes and other physiological measurements29).

Delayed cerebral ischemia is a usual complication after sub-

arachnoid hemorrhage in neuro ICU. Tanioka et al.39) at-

tempted to construct a random forest prediction model to 

predict vasospasm by delayed cerebral ischemia and angiogra-

phy after subarachnoid hemorrhage. This study demonstrates 

that machine learning can improve predictive performance by 

integrating large numbers of multidimensional datasets39).

PREDICTION OF PROGNOSIS 

Numerous studies have demonstrated that predictions ob-

tained from machine learning can outperform conventional 

predictive statistical models when applied to neurosurgery pa-
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tients11,15,17,19,21,26,34-37,40) (Table 2). Machine learning can be used 

not only to improve diagnosis, but also to predict patient out-

comes and diagnoses.

DRUG DEVELOPMENT 

Virtual development tools powered by AI allow for the de-

velopment of new molecules or identification of new molecu-

lar targets within a virtual environment, as well as the selec-

tion of the most appropriate molecules for clinical trials. IBM 

Watson, an AI tool, was used to identify additional RNA 

binding proteins that were altered in amyotrophic lateral scle-

rosis2). AI can be used to identify patients who may be more 

responsive to specific medications and predict possible com-

plications, thereby optimizing patient selection, speeding dis-

covery, and reducing cost burden45).

PREVENTION CARE

The use of AI in real-time data analysis has important clini-

cal utility in primary and secondary prevention (i.e., disease 

prevention and early-stage intervention). For example, the 

Table 2. Recent research in the �eld of neurosurgery by predicting with arti�cial intelligence 

Study Journal Article title Algorithms used in the study

Kalagara et al.19) (2018) J Neurosurgery 
Spine

Machine learning modeling for predicting hospital readmission 
following lumbar laminectomy

DT

Staartjes et al.36) (2018) Neurosurg Focus Utility of deep neural networks in predicting gross-total 
resection after transsphenoidal surgery for pituitary adenoma: 
a pilot study

DL

Muhlestein et al.26) (2019) Neurosurgery Predicting inpatient length of stay after brain tumor surgery: 
developing machine learning ensembles to improve 
predictive performance

29 machine learning algorithms 
trained

Hernandes Rocha et al.15) 
(2019)

J Neurosurgery A traumatic brain injur y prognostic model to suppor t  
in-hospital triage in a low-income country: a machine 
learning-based approach

9 machine learning algorithms 
trained : K-NN, Bayesian GLM, etc.

Goyal et al.11) (2019) J Neurosurgery 
Spine

Can machine learning algorithms accurately predict discharge 
to nonhome facility and early unplanned readmissions 
following spinal fusion? Analysis of a national surgical registry

7 machine learning algorithms 
trained : predictive hierarchical 
clustering, classification algorithm

Siccoli et al.35) (2019) Neurosurg Focus Machine learning-based preoperative predictive analytics for 
lumbar spinal stenosis

7 machine learning algorithms 
trained : RF, XGBoost, GLMs, BDT, 
K-NN, GLMs, ANN

Tunthanathip et al.40) 
(2019)

Neurosurg Focus Machine learning applications for the prediction of surgical site 
infection in neurological operations

DT, NB with Laplace correction, 
K-NN, ANN

Lee et al.21) (2019) World 
Neurosurgery

Prediction of IDH1 mutation status in glioblastoma using 
machine learning technique based on quantitative radiomic 
data

Classification algorithms : K-NN, 
SVM, DT, RF, NB, LDA, GBM

Senders et al.34) (2020) Neurosurgery An online calculator for  the predic t ion of  sur v ival  in 
glioblastoma patients using classical statistics and machine 
learning

15 machine learning algorithms 
trained

Staartjes et al.37) (2020) J Neurosurgery Neural network-based identification of patients at high risk for 
intraoperative cerebrospinal fluid leaks in endoscopic pituitary 
surgery

DL

Hopkins et al.17) (2020) J Neurosurgery 
Spine

Using machine learning to predict 30-day readmissions after 
posterior lumbar fusion: an NSQIP study involving 23,264 
patients

DL

DT : decision tree, DL : deep learnin, K-NN : K-nearest neighbors, GLM : generalized linear model, RF : random forest, BDT : boosted decision tree, ANN :  
artificial neural network, NB : boosted DT, IDH1 : isocitrate dehydrogenase 1, SVM : support vector machine, LDA : linear discriminant assay, GBM : 
gradient boosting model, NSQIP : National Surgical Quality Improvement Program 
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current outbreak of COVID-19 is modeled using big data, 

with or without social distancing, many countries have im-

posed preventive measures such as tracking, quarantine, and 

evaluation to determine how much of an epidemic it is47).

CONCLUSIONS

In the field of neurosurgery, AI is already being used in 

many areas, and there will be more in the future. Ultimately, it 

is our responsibility to keep pace with this evolution to pro-

vide meaningful outcomes and personalize each patient’s care. 

Rather than blindly relying on AI in the future, neurosur-

geons should understand it thoroughly and use it to enhance 

their patient care.
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