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#### Abstract

The purpose of the present paper is to obtain some subordination and superordination preserving properties with the sandwich-type theorems for multivalent functions in the open unit disk associated with Srivastava-Attiya operator. Moreover, applications for integral operators are also considered.
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## 1. Introduction

The concept of Löewner chain (subordination chain) plays a vital role in the field of Geometric Function Theory (GFT). It was initially deployed by researchers to find the estimates on the initial coefficients of normalised univalent functions, growth theorems and deriving univalence criterion [22, p. 164-175]. The concept of Löewner chain also serves as a tool in the study of differential subordination.

In what follows, let $\mathcal{H}=\mathcal{H}(\mathbb{D})$ denote the class of functions analytic in the open unit disk $\mathbb{D}=\{z \in \mathbb{C}:|z|<1\}$. For $a \in \mathbb{C}$ and $n \in \mathbb{N}=\{1,2, \cdots\}$, let $\mathcal{H}[a, n]=\left\{f \in \mathcal{H}: f(z)=a+a_{n} z^{n}+a_{n+1} z^{n+1}+\cdots\right\}$. Let $f$ and $F$ be members of $\mathcal{H}$. The function $f$ is said to be subordinate to $F$, or $F$ is said to be superordinate to $f$, if there exists a function $w$ analytic in $\mathbb{D}$, with $w(0)=0$ and $|w(z)|<1$ for $z \in \mathbb{D}$, such that $f(z)=F(w(z))(z \in \mathbb{D})$. In such a case,

[^0]we write $f \prec F$ or $f(z) \prec F(z)(z \in \mathbb{D})$. If the function $F$ is univalent in $\mathbb{D}$, then we have (cf. [16]) $f \prec F \Longleftrightarrow f(0)=F(0)$ and $f(\mathbb{D}) \subset F(\mathbb{D})$. Though there were several results on differential implications, a systematic study on this was started by Miller [16]. The first order differential subordination is defined as follows:
Definition 1.1. [16] Let $\phi: \mathbb{C}^{2} \rightarrow \mathbb{C}$ and let $h$ be univalent in $\mathbb{D}$. If $p$ is analytic in $\mathbb{D}$ and satisfies the differential subordination
\[

$$
\begin{equation*}
\phi\left(p(z), z p^{\prime}(z)\right) \prec h(z)(z \in \mathbb{D}) \tag{1}
\end{equation*}
$$

\]

then $p$ is called a solution of the differential subordination. The univalent function $q$ is called a dominant of the solutions of the differential subordination, or more simply a dominant if $p \prec q$ for all $p$ satisfying (1). A dominant $\tilde{q}$ that satisfies $\tilde{q} \prec q$ for all dominants $q$ of (1) is said to be the best dominant.
Definition 1.2. [17] Let $\varphi: \mathbb{C}^{2} \rightarrow \mathbb{C}$ and let $h$ be analytic in $\mathbb{D}$. If $p$ and $\varphi\left(p(z), z p^{\prime}(z)\right)$ are univalent in $\mathbb{D}$ and satisfy the differential superordination

$$
\begin{equation*}
h(z) \prec \varphi\left(p(z), z p^{\prime}(z)\right)(z \in \mathbb{D}), \tag{2}
\end{equation*}
$$

then $p$ is called a solution of the differential superordination. An analytic function $q$ is called a subordinant of the solutions of the differential superordination, or more simply a subordinant if $q \prec p$ for all $p$ satisfying (2). A univalent subordinant $\tilde{q}$ that satisfies $q \prec \tilde{q}$ for all subordinants $q$ of (2) is said to be the best subordinant.
Definition 1.3. We denote by $\mathcal{Q}$ the class of functions $f$ that are analytic and injective on $\overline{\mathbb{D}} \backslash E(f)$, where

$$
E(f)=\left\{\zeta \in \partial \mathbb{D}: \lim _{z \rightarrow \zeta} f(z)=\infty\right\}
$$

and are such that $f^{\prime}(\zeta) \neq 0$ for $\zeta \in \partial \mathbb{D} \backslash E(f)$.
For the reason, we investigate some properties of the class $\mathcal{A}$ of normalised analytic functions of the form $f(z)=z+a_{2} z^{2}+a_{3} z^{3}+a_{4} z^{4}+\cdots$ defined on the unit disk $\mathbb{D}$ and its subclasses like the class of univalent functions $\mathcal{S}$, starlike functions $\mathcal{S}^{*}$ and convex functions $\mathcal{K}$ are among the most studies classes in GFT. The class of $\beta$-convex functions, defined below, makes a bridge passes between the classes of starlike and convex functions. A functions $f \in \mathcal{H}$ with $f(0)=0$ and $f^{\prime}(0) \neq 0$ is said to be $\beta$-convex function (not necessary normalised), if it satisfies the following condition:

$$
\mathfrak{R}\left[(1-\beta) \frac{z f^{\prime}(z)}{f(z)}+\beta\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)\right]>0 \quad(\beta \in \mathbb{R} ; z \in \mathbb{D})
$$

and we denote this class by $\mathcal{M}_{\beta}^{*}$. The class of $\beta$-convex functions was introduced by Mocanu [14]. We also note [19] that all $\beta$-convex functions univalent and starlike, and

$$
\mathcal{M}_{\beta}^{*} \subset \mathcal{M}_{\alpha}^{*} \subset \mathcal{M}_{0}^{*} \quad\left(0 \leq \frac{\alpha}{\beta} \leq 1\right)
$$

Moreover, we note that $\mathcal{M}_{1}^{*}$ is the class of normalised convex functions in $\mathbb{D}$.
It is interesting to consider the transformation of a class of functions and determine the nature of the resultant function and the class in which it belongs. A generalisation to the class of analytic functions $\mathcal{A}$ can be given as follows: let $\mathcal{A}_{p}$ denote the class of functions of the form

$$
f(z)=z^{p}+\sum_{k=p+n}^{\infty} a_{k} z^{k}(p, n \in \mathbb{N} ; z \in \mathbb{D})
$$

which are analytic in the open unit disk $\mathbb{D}$. For any complex number $\kappa$, we define the multiplier transformations $I_{\lambda}^{\kappa}$ of functions $f \in \mathcal{A}_{p}$ by
$I_{\lambda}^{\kappa} f(z)=z^{p}+\sum_{k=p+n}^{\infty}\left(\frac{k+\lambda}{p+\lambda}\right)^{\kappa} a_{k} z^{k}\left(p, n \in \mathbb{N} ; \lambda \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \mathbb{Z}_{0}^{-}:=\{0,-1,-2, \cdots\}\right)$.

The operator $I_{\lambda}^{\kappa}$ for $p=1$ was introduced and studied by Srivastava and Attiya [25], which was called as the Srivastava-Attiya operator [23]. Several interesting operators as special cases of the Srivastava-Attiya operator have been widely studied by (for examples) Cho and Srivastava [7], Jung et al.[11], Owa and Srivastava [20], Sălăgean [24], Uralegaddi and Somanatha [33]. Furthermore, it is easily verified from the definition of the operator $I_{\lambda}^{\kappa}$ that

$$
\begin{equation*}
z\left(I_{\lambda}^{\kappa} f(z)\right)^{\prime}=(\lambda+p) I_{\lambda}^{\kappa+1} f(z)-\lambda I_{\lambda}^{\kappa} f(z) \tag{4}
\end{equation*}
$$

Making use of the principle of subordination, various subordination theorems involving certain integral operators for analytic functions in $\mathbb{D}$ were investigated Bulboacă [3], Miller et al. [18] and Owa and Srivastava [21]. Recently, Miller and Mocanu [17] also considered differential superordinations, as the dual problem of differential subordinations (see also [4, 8, 9]. Kumar et al. [12] gave an unified approach to study the properties of all these linear operators by considering the aspect that these operators satisfy recurrence relation of some common forms. They studied properties of integral transforms in a similar way. Furthermore, the study of the subordinaton-preserving properties and their dual problems for various operators is a significant role in pure and applied mathematics. For some recent developments one may refer to $[1,5,6]$.

The aim of the present paper, motivated by the works mentioned above, is to systematically investigate the subordination- and superordination- preserving results of the multiplier transformation $I_{\lambda}^{\kappa}$ defined by (3) with certain differential sandwich-type theorems as consequences of the results presented here. We also consider interesting applications to the integral operator. Our results give interesting new properties, and together with other papers that appeared in the last years could emphasize the perspective of the importance of differential subordinations and multiplier transformations. We also note that, in recent years, several authors obtained many interesting results involving various linear and nonlinear operators associated with differential subordinations and their dual
problems (for details, see $[26,27,29,30,31,32,34]$ ). We use the concept of subordination chain and the following lemmas in our present investigation:
Lemma 1.4. [15] Let $p \in \mathcal{Q}$ with $p(0)=a$ and let $q(z)=a+a_{n} z^{n}+\cdots$ be analytic in $\mathbb{D}$ with $q(z) \not \equiv a$ and $n \in \mathbb{N}$. If $q$ is not subordinate to $p$, then there exist points $z_{0}=r_{0} \mathrm{e}^{i \theta} \in \mathbb{U}$ and $\zeta_{0} \in \partial \mathbb{D} \backslash E(f)$, for which $q\left(\mathbb{D}_{r_{0}}\right) \subset p(\mathbb{D}), q\left(z_{0}\right)=$ $p\left(\zeta_{0}\right)$ and $z_{0} q^{\prime}\left(z_{0}\right)=m \zeta_{0} p^{\prime}\left(\zeta_{0}\right)(m \geq n)$.

A function $L(z, t)$ defined on $\mathbb{D} \times[0, \infty)$ is the subordination chain (or Löwner chain) if $L(\cdot, t)$ is analytic and univalent in $\mathbb{D}$ for all $t \in[0, \infty), L(z, \cdot)$ is continuously differentiable on $[0, \infty)$ for all $z \in \mathbb{D}$ and

$$
L(z, s) \prec L(z, t)(z \in \mathbb{D} ; 0 \leq s<t)
$$

Lemma 1.5. [17] Let $q \in \mathcal{H}[a, 1]$ and let $\varphi: \mathbb{C}^{2} \rightarrow \mathbb{C}$. Also set $\varphi\left(q(z), z q^{\prime}(z)\right) \equiv$ $h(z)(z \in \mathbb{D})$. If $L(z, t)=\varphi\left(q(z), t z q^{\prime}(z)\right)$ is a subordination chain and $p \in$ $\mathcal{H}[a, 1] \cap \mathcal{Q}$, then $h(z) \prec \varphi\left(p(z), z p^{\prime}(z)\right)(z \in \mathbb{D})$ implies that $q(z) \prec p(z)(z \in \mathbb{D})$. Furthermore, if $\varphi\left(q(z), z q^{\prime}(z)\right)=h(z)$ has a univalent solution $q \in \mathcal{Q}$, then $q$ is the best subordinant.
Lemma 1.6. [22] The function $L(z, t)=a_{1}(t) z+\cdots$ with

$$
a_{1}(t) \neq 0 \text { and } \lim _{t \rightarrow \infty}\left|a_{1}(t)\right|=\infty
$$

Suppose that $L(\cdot, t)$ is analytic in $\mathbb{D}$ for all $t \geq 0, L(z, \cdot)$ is continuously differentiable on $[0, \infty)$ for all $z \in \mathbb{D}$. If $L(z, t)$ satisfies

$$
\mathfrak{R}\left\{\frac{\frac{z \partial L(z, t)}{\partial z}}{\frac{\partial L(z, t)}{\partial t}}\right\}>0 \quad(z \in \mathbb{D} ; 0 \leq t<\infty)
$$

and

$$
\left.|L(z, t)| \leq K_{0}\left|a_{1}(t)\right| \quad\left(|z|<r_{0}<1 ; 0 \geq t<\infty\right)\right)
$$

for some positive constants $K_{0}$ and $r_{0}$, then $L(z, t)$ is a subordination chain.

## 2. Subordination Results

Firstly, we begin by proving the following subordination theorem involving the multiplier transformation $I_{\lambda}^{\kappa}$ defined by (3).
Theorem 2.1. Let $f, g \in \mathcal{A}_{p}$. Suppose also that

$$
\begin{equation*}
\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \in \mathcal{M}_{\beta}^{*} \quad(\beta \geq 0 ; \lambda \geq 0 ; \quad z \in \mathbb{D}) \tag{5}
\end{equation*}
$$

Then the following subordination relation:

$$
\begin{equation*}
\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}\right]^{\beta} \prec\left[\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}\right]^{\beta}(z \in \mathbb{D}) \tag{6}
\end{equation*}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \quad(z \in \mathbb{D})
$$

Moreover, the function $\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}$ is the best dominant.

Proof. Let us define the functions $F$ and $G$ by

$$
\begin{equation*}
F(z):=\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \quad \text { and } \quad G(z):=\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \quad\left(f, g \in \mathcal{A}_{p} ; z \in \mathbb{D}\right) \tag{7}
\end{equation*}
$$

By using the equation (4) and (7) and also, by a simple calculation, we have

$$
\begin{equation*}
\frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}=\frac{(\lambda+p-1) G(z)+z G^{\prime}(z)}{\lambda+p} \tag{8}
\end{equation*}
$$

Hence, combining (7) and (8), we obtain

$$
\begin{equation*}
\left[\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}\right]^{\beta}=G(z)\left[\frac{\lambda+p-1+\frac{z G^{\prime}(z)}{G(z)}}{\lambda+p}\right]^{\beta} \tag{9}
\end{equation*}
$$

Thus, from (9), we need to prove the following subordination implication:

$$
\begin{align*}
F(z)\left[\frac{\lambda+p-1+\frac{z F^{\prime}(z)}{F(z)}}{\lambda+p}\right]^{\beta} & \prec G(z)\left[\frac{\lambda+p-1+\frac{z G^{\prime}(z)}{G(z)}}{\lambda+p}\right]^{\beta} \quad(z \in \mathbb{D})  \tag{10}\\
& \Longrightarrow \quad F(z) \prec G(z)(z \in \mathbb{D}) .
\end{align*}
$$

Since $G \in \mathcal{M}^{*}(\beta)$, without loss of generality, we can assume that $G$ satisfies the conditions of Theorem 2.1 on the closed disk $\overline{\mathbb{D}}$ and

$$
G^{\prime}(\zeta) \neq 0(\zeta \in \partial \mathbb{D})
$$

If not, then we replace $F$ and $G$ by

$$
F_{r}(z)=F(r z) \text { and, } G_{r}(z)=G(r z)
$$

respectively, where $0<r<1$ and then $G_{r}$ is univalent on $\overline{\mathbb{D}}$. Since

$$
F_{r}(z)\left[\frac{\lambda+p-1+\frac{z F_{r}^{\prime}(z)}{F_{r}(z)}}{\lambda+p}\right]^{\beta} \prec G_{r}(z)\left[\frac{\lambda+p-1+\frac{z G_{r}^{\prime}(z)}{G_{r}(z)}}{\lambda+p}\right]^{\beta}(z \in \mathbb{D})
$$

where

$$
F_{r}(z)=F(r z) \quad(0<r<1 ; z \in \mathbb{D})
$$

we would then prove that

$$
F_{r}(z) \prec G_{r}(z) \quad(0<r<1 ; z \in \mathbb{D})
$$

and by letting $r \rightarrow 1^{-}$, we obtain

$$
F(z) \prec G(z) \quad(z \in \mathbb{D}) .
$$

If we suppose that the implication (9) is not true, that is,

$$
F(z) \nprec G(z) \quad(z \in \mathbb{D}),
$$

then, from Lemma 1.4, there exist points

$$
z_{0} \in \mathbb{D} \quad \text { and } \quad \zeta_{0} \in \partial \mathbb{D}
$$

such that

$$
\begin{equation*}
F\left(z_{0}\right)=G\left(\zeta_{0}\right) \quad \text { and } \quad z_{0} F^{\prime}\left(z_{0}\right)=m \zeta_{0} G^{\prime}\left(\zeta_{0}\right) \quad(m \geq 1) \tag{11}
\end{equation*}
$$

To prove the implication (10), we define the function

$$
L: \mathbb{D} \times[0, \infty) \longrightarrow \mathbb{C}
$$

by

$$
\begin{aligned}
L(z, t) & =G(z)\left[\frac{\lambda+p-1+(1+t) \frac{z G^{\prime}(z)}{G(z)}}{\lambda+p}\right]^{\beta} \\
& =a_{1}(t) z+\cdots,
\end{aligned}
$$

and we will show that $L(z, t)$ is a subordination chain. At first, we note that $L(z, t)$ is analytic in $|z|<r<1$, for sufficient small $r>0$ and for all $t \geq 0$. We also have that $L(z, t)$ is continuously differentiable on $[0, \infty)$ for each $|z|<r<1$. A simple calculation shows that

$$
a_{1}(t)=\frac{\partial L(0, t)}{\partial z}=G^{\prime}(0)\left[\frac{\lambda+p+t}{\lambda+p}\right]^{\beta}
$$

Hence we obtain

$$
a_{1}(t) \neq 0 \quad(t \geq 0)
$$

and also we can see that

$$
\lim _{t \rightarrow \infty}\left|a_{1}(t)\right|=\infty
$$

While, by a direct computation of $L(z, t)$, we have

$$
\begin{equation*}
\mathfrak{R}\left\{\frac{\frac{z \partial L(z, t)}{\partial z}}{\frac{\partial L(z, t)}{\partial t}}\right\}=\frac{\lambda+p-1}{\beta}+\frac{(1+t)}{\beta} \mathfrak{R}\left[(1-\beta) \frac{z G^{\prime}(z)}{G(z)}+\beta\left(1+\frac{z G^{\prime \prime}(z)}{G^{\prime}(z)}\right)\right] \tag{12}
\end{equation*}
$$

By using the assumption of Theorem 2.1 condition $\beta>0$ to (12), we obtain

$$
\mathfrak{R}\left\{\frac{\frac{z \partial L(z, t)}{\partial z}}{\frac{\partial L(z, t)}{\partial t}}\right\}>0 \quad(z \in \mathbb{D} ; 0 \leq t<\infty)
$$

which completes the proof of the first condition of Lemma 1.6. Moreover, we have

$$
\begin{aligned}
\left|\frac{L(z, t)}{a_{1}(t)}\right|^{1 / \beta} & =\left|\frac{G(z)}{G^{\prime}(0)}\right|^{1 / \beta}\left|\frac{\lambda+p-1+(1+t) \frac{z G^{\prime}(z)}{G(z)}}{\lambda+p+t}\right| \\
& =\left|\frac{G(z)}{G^{\prime}(0)}\right|^{1 / \beta}\left|\frac{z G^{\prime}(z)}{G(z)}+\frac{(\lambda+p-1)\left(1-\frac{z G^{\prime}(z)}{G(z)}\right)}{\lambda+p+t}\right|
\end{aligned}
$$

$$
\leq\left|\frac{G(z)}{G^{\prime}(0)}\right|^{1 / \beta}\left(\left|\frac{z G^{\prime}(z)}{G(z)}\right|+\frac{|\lambda+p-1|\left|1+\frac{z G^{\prime}(z)}{G(z)}\right|}{|\lambda+p+t|}\right)
$$

Since $G$ is univalent in $\mathbb{D}$, We have the following sharp growth and distortion results [21]:

$$
\begin{equation*}
\frac{r}{(1+r)^{2}} \leq|G(z)| \leq \frac{r}{(1-r)^{2}}(|z|=r<1) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1-r}{(1+r)^{3}} \leq\left|G^{\prime}(z)\right| \leq \frac{1+r}{(1-r)^{3}}(|z|=r<1) \tag{14}
\end{equation*}
$$

Hence, by applying the equations (13) and (14) to (12), we can find easily an upper bound for the right-hand side of (12). Thus the function $L(z, t)$ satisfies the second condition of Lemma 1.6, which proves that $L(z, t)$ is a subordination chain. In particular, we note from the definition of subordination chain that

$$
L(z, 0) \prec L(z, t) \quad(z \in \mathbb{D} ; t \geq 0)
$$

Now, by using the definition of $L(z, t)$ and the relation (11), we obtain

$$
\begin{aligned}
L\left(\zeta_{0}, t\right) & =G\left(\zeta_{0}\right)\left[\frac{\lambda+p-1+(1+t) \frac{\zeta_{0} G^{\prime}\left(\zeta_{0}\right)}{G\left(\zeta_{0}\right)}}{\lambda+p}\right]^{\beta} \\
& =F\left(z_{0}\right)\left[\frac{\lambda+p-1+\frac{z_{0} F^{\prime}\left(z_{0}\right)}{F\left(z_{0}\right)}}{\lambda+p}\right]^{\beta} \\
& =\left[\frac{I_{\lambda}^{\kappa} f\left(z_{0}\right)}{z_{0}^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f\left(z_{0}\right)}{z_{0}^{p-1}}\right]^{\beta} \in L(\mathbb{D}, 0)
\end{aligned}
$$

by virtue of the subordination condition (5). This contradicts the above observation that

$$
L\left(\zeta_{0}, t\right) \notin L(\mathbb{D}, 0)
$$

Therefore, the subordination condition (6) must imply the subordination given by (9). Considering $F=G$, we see that the function $G$ is the best dominant. This evidently completes the proof of Theorem 2.1.

It should be noted that for $p=1=n, \lambda=0$ and $\kappa=0$, we have $I_{0}^{0} f(z)=$ $f(z), I_{1}^{0} f(z)=z f^{\prime}(z), I_{2}^{0} f(z)=z\left(z f^{\prime \prime}(z)+f^{\prime}(z)\right)$. In view of Theorem 2.1, we have the following result:

Corollary 2.1. Let $f \in \mathcal{A}$ and $g \in \mathcal{K}$. Then $f \prec g$, whenever

$$
\left(\frac{z f^{\prime}(z)}{f(z)}\right)^{\beta} f(z) \prec\left(\frac{z g^{\prime}(z)}{g(z)}\right)^{\beta} g(z), \beta \geq 0
$$

In particular, $z f^{\prime} \prec z g^{\prime}$ implies $f \prec g$.

Next, we give another subordination property by using the equation (3) in Theorem 2.2 below:

Theorem 2.2. Let $f, g \in \mathcal{A}_{p}$ and suppose that

$$
\begin{equation*}
\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \in \mathcal{M}_{1}^{*}(\lambda \geq 0 ; z \in \mathbb{D}) \tag{15}
\end{equation*}
$$

Then the following subordination relation:
$\beta \frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \prec \beta \frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}(0 \leq \beta \leq 1 ; z \in \mathbb{D})$
implies that

$$
\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}(z \in \mathbb{D})
$$

Moreover, the function $\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}$ is the best dominant.
Proof. Let us define the functions $F$ and $G$ as (2.3) and by using the equation (4) to (7), we have (8). Hence, combining (7) and (8), we obtain

$$
\begin{equation*}
\beta \frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}=G(z)\left(\frac{\beta\left[\lambda+p-1+\frac{z G^{\prime}(z)}{G(z)}\right]}{\lambda+p}+1-\beta\right) \tag{16}
\end{equation*}
$$

Thus, from (16), we need to prove the following subordination implication:

$$
\begin{align*}
F(z)\left(\frac{\beta\left[\lambda+p-1+\frac{z F^{\prime}(z)}{F(z)}\right]}{\lambda+p}+1-\beta\right) & \prec G(z)\left(\frac{\beta\left[\lambda+p-1+\frac{z G^{\prime}(z)}{G(z)}\right]}{\lambda+p}+1-\beta\right) \\
& \Longrightarrow F(z) \prec G(z)(z \in \mathbb{D}) . \tag{17}
\end{align*}
$$

Without loss of generality as in the proof of Theorem 2.1, we can assume that $G$ satisfies the conditions of Theorem 2.1 on the closed disk $\overline{\mathbb{D}}$ and

$$
G^{\prime}(\zeta) \neq 0(\zeta \in \partial \mathbb{D})
$$

To prove the implication (17), we consider the function

$$
L: \mathbb{D} \times[0, \infty) \longrightarrow \mathbb{C}
$$

by

$$
\begin{aligned}
L(z, t) & =G(z)\left(\frac{\beta\left[\lambda+p-1+(1+t) \frac{z G^{\prime}(z)}{G(z)}\right]}{\lambda+p}+1-\beta\right) \\
& =a_{1}(t) z+\cdots,
\end{aligned}
$$

and we want to prove that $L(z, t)$ is a subordination chain. But, the remaining part of the proof in Theorem 2.2 is similar to that of Theorem 2.1 and so we omit the detailed proof.

We next consider dual problems of Theorem 2.1, in the sense that the subordinations are replaced by superordinations.

Theorem 2.3. Let $f, g \in \mathcal{A}_{p}$. Suppose that the condition (5) is satisfied and the function

$$
\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}\right]^{\beta}
$$

is univalent and $I_{\lambda}^{\kappa} f(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:

$$
\begin{equation*}
\left[\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}\right]^{\beta} \prec\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}\right]^{\beta}(z \in \mathbb{D}) \tag{18}
\end{equation*}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}(z \in \mathbb{D})
$$

Moreover, the function $\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}$ is the best subordinant.
Proof. Let us define the functions $F$ and $G$ by, respectively, (7). By using (7), we have

$$
\begin{align*}
{\left[\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}\right]^{\beta} } & =G(z)\left[\frac{\lambda+p-1+\frac{z G^{\prime}(z)}{G(z)}}{\lambda+p}\right]^{\beta}  \tag{19}\\
& =: \varphi\left(G(z), z G^{\prime}(z)\right)
\end{align*}
$$

Here, we note that the function $G$ is univalent in $\mathbb{D}$ by the condition (5). Next, we prove that the subordination condition (18) implies that

$$
\begin{equation*}
F(z) \prec G(z)(z \in \mathbb{D}) \tag{20}
\end{equation*}
$$

for the functions $F$ and $G$ defined by (7). Now considering the function $L(z, t)$ defined by

$$
L(z, t):=G(z)\left[\frac{\lambda+p-1+t \frac{z G^{\prime}(z)}{G(z)}}{\lambda+p}\right]^{\beta} \quad(z \in \mathbb{D} ; 0 \leq t<\infty) .
$$

we can prove easily that $L(z, t)$ is a subordination chain as in the proof of Theorem 2.1. Therefore according to Lemma 1.5, we conclude that the superordination condition (18) must imply the superordination given by (20). Furthermore, since the differential equation (19) has the univalent solution $G$, it is the best subordinant of the given differential superordination. Therefore we complete the proof of Theorem 2.3.

The proof of Theorem 2.4 below is similar to that of Theorem 2.3, and so the details may be omitted.

Theorem 2.4. Let $f, g \in \mathcal{A}_{p}$. Suppose that the condition (15) is satisfied and the function

$$
\beta \frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}
$$

is univalent in $\mathbb{D}$ and $I_{\lambda}^{\kappa} f(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:
$\beta \frac{I_{\lambda}^{\kappa+1} g(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \prec \beta \frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}(0 \leq \beta \leq 1 ; z \in \mathbb{D})$
implies that

$$
\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \quad(z \in \mathbb{D})
$$

Moreover, the function $\frac{I_{\lambda}^{\kappa} g(z)}{z^{p-1}}$ is the best subordinant.
For $p=1=n, \lambda=0$ and $\kappa=0$, in view of Theorem 2.1, we have the following result:

Corollary 2.2. Let $f, g \in \mathcal{A}$ and $\beta z^{2} f^{\prime \prime}+z f^{\prime}$ is univalent in $\mathbb{D}$. Then $g \prec f$, whenever

$$
\beta z^{2} g^{\prime \prime}+z g^{\prime} \prec \beta z^{2} f^{\prime \prime}+z f^{\prime}, \beta \geq 0
$$

If we combine Theorem 2.1 and Theorem 2.3, and Theorem 2.2 and Theorem 2.4, respectively, then we obtain the following sandwich-type theorems:

Theorem 2.5. Let $f, g_{k} \in \mathcal{A}_{p}(k=1,2)$. Suppose that

$$
\frac{I_{\lambda}^{\kappa} g_{k}(z)}{z^{p-1}} \in \mathcal{M}_{\beta}^{*} \quad(\beta \geq 0 ; \lambda \geq 0 ; \quad z \in \mathbb{D} ; k=1,2)
$$

and the function

$$
\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}\right]^{\beta}
$$

is univalent and $I_{\lambda}^{\kappa} f(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:

$$
\begin{aligned}
{\left[\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g_{1}(z)}{z^{p-1}}\right]^{\beta} \prec } & {\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}\right]^{\beta} } \\
& \prec\left[\frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa+1} g_{2}(z)}{z^{p-1}}\right]^{\beta}(z \in \mathbb{D})
\end{aligned}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}} \quad(z \in \mathbb{D}) .
$$

Moreover, the functions $\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}}$ and $\frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}$ is the best subordinant and the best dominant.

Theorem 2.6. Let $f, g_{k} \in \mathcal{A}_{p}(k=1,2)$. Suppose that

$$
\frac{I_{\lambda}^{\kappa} g_{k}(z)}{z^{p-1}} \in \mathcal{M}_{1}^{*}(\lambda \geq 0 ; z \in \mathbb{D} ; k=1,2)
$$

and the function

$$
\beta \frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}
$$

is univalent in $\mathbb{D}$ and $I_{\lambda}^{\kappa} f(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:

$$
\begin{aligned}
\beta \frac{I_{\lambda}^{\kappa+1} g_{1}(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}} & \prec \beta \frac{I_{\lambda}^{\kappa+1} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \\
& \prec \beta \frac{I_{\lambda}^{\kappa+2} g_{2}(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}(0 \leq \beta \leq 1 ; z \in \mathbb{D})
\end{aligned}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}} \quad(z \in \mathbb{D})
$$

Moreover, the functions $\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}}$ and $\frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}$ is the best subordinant and the best dominant.

## 3. A related integral transform

Next, we consider the generalized Libera integral operator $F_{\nu}(\nu>-p)$ defined by (cf. $[2,10,19,20])$.

$$
\begin{equation*}
F_{\nu}(f)(z):=\frac{\nu+p}{z^{\nu}} \int_{0}^{z} t^{\nu-1} f(t) d t \quad\left(f \in \mathcal{A}_{p} ; \mathfrak{R}\{\nu\}>-p\right) . \tag{21}
\end{equation*}
$$

Now, we obtain the following sandwich-type result involving the integral operator defined by (21).

Theorem 3.1. Let $f, g_{k} \in \mathcal{A}_{p}(k=1,2)$. Suppose also that

$$
\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{k}\right)(z)}{z^{p-1}} \in \mathcal{M}_{\beta}^{*}(\nu \geq 0 ; \beta \geq 0 ; z \in \mathbb{D} ; k=1,2)
$$

and the function

$$
\left[\frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{\beta}
$$

is univalent in $\mathbb{D}$ and $I_{\lambda}^{\kappa} F_{\nu}(f)(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:

$$
\begin{aligned}
{\left[\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}}\right]^{\beta} \prec } & {\left[\frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}\right]^{\beta} } \\
& \prec\left[\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}}\right]^{1-\beta}\left[\frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}\right]^{\beta}(z \in \mathbb{D})
\end{aligned}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}} \quad(z \in \mathbb{D})
$$

Moreover, the functions $\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}}$ and $\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}}$ are the best subordinant and the best dominant.
Proof. Let us define the functions $F$ and $G$ by
$F(z):=\frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}} \quad$ and $\quad G(z):=\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{k}\right)(z)}{z^{p-1}} \quad\left(f, g \in \mathcal{A}_{p} ; z \in \mathbb{D} ; k=1,2\right)$.
From the definition of the integral operator $F_{\nu}$ defined by (22), we obtain

$$
z\left(I_{\lambda}^{\kappa} F_{\nu}(f)(z)\right)^{\prime}=(\nu+p) I_{\lambda}^{\kappa} f(z)-\nu I_{\lambda}^{\kappa} F_{\nu}(f)(z)
$$

Hence, by using (22) and the same method as in the proof of Theorem 2.5, we can prove Theorem 3.1 and so we omit the details involved. Finally, we obtain the following sandwich-type Theorem 3.2 below by using a similar method as in the proof of Theorem 2.6.

Theorem 3.2. Let $f, g_{k} \in \mathcal{A}_{p}(k=1,2)$. Suppose that

$$
\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{k}\right)(z)}{z^{p-1}} \in \mathcal{M}_{1}^{*}(\nu \geq 0 ; z \in \mathbb{D})
$$

and the function

$$
\beta \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}}(0 \leq \beta \leq 1 ; z \in \mathbb{D})
$$

is univalent in $\mathbb{D}$ and $I_{\lambda}^{\kappa} F_{\nu}(f)(z) / z^{p-1} \in \mathcal{H}[0,1] \cap \mathcal{Q}$. Then the following subordination relation:

$$
\begin{aligned}
& \beta \frac{I_{\lambda}^{\kappa} g_{1}(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}} \prec \beta \frac{I_{\lambda}^{\kappa} f(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}} \\
& \prec \beta \frac{I_{\lambda}^{\kappa} g_{2}(z)}{z^{p-1}}+(1-\beta) \frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}}
\end{aligned}
$$

implies that

$$
\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} F_{\nu}(f)(z)}{z^{p-1}} \prec \frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}} \quad(z \in \mathbb{D})
$$

Moreover, the functions $\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{1}\right)(z)}{z^{p-1}}$ and $\frac{I_{\lambda}^{\kappa} F_{\nu}\left(g_{2}\right)(z)}{z^{p-1}}$ are the best subordinant and the best dominant.

Conflicts of interest : The authors declare no conflict of interest.
Data availability : Not applicable

## References

1. S.H. An, R. Srivastava and N.E. Cho, New approaches for subordination and superordination of multivalent functions associated with a family of linear operators, preprint.
2. S.D. Bernardi, Convex and starlike univalent functions, Trans. Amer. Math. Soc. 135 (1969), 429-446.
3. T. Bulboacă, Integral operators that preserve the subordination, Bull. Korean Math. Soc. 32 (1997), 627-636.
4. T. Bulboacă, A class of superordination-preserving integral operators, Indag. Math. N. S. 13 (2002), 301-311.
5. N.E. Cho, Sushil Kumar, V. Kumar and V. Ravichandran, Differential subordination and radius estimates for starlike functions associated with the Booth lemniscate, Turkish. J. Math. 42 (2018), 1380-1399.
6. N.E. Cho, Sushil Kumar, V. Kumar and V. Ravichandran, Starlike functions related to the Bell numbers, Symmetry, 11 (2019). doi:10.3390/sym11020219
7. N.E. Cho and H.M. Srivastava, Argument estimates of certain analytic functions defined by a class of multiplier transformations, Math. Comput. Modelling 37 (2003), 39-49.
8. N.E. Cho and H.M. Srivastava, A class of nonlinear integral operators preserving subordination and superordination, Integral Transforms Spec. Funct. 18 (2007), 95-107.
9. N.E. Cho, O.S. Kwon, S. Owa and H.M. Srivastava, A class of integral operators preserving subordination and superordination for meromorphic functions, Appl. Math. Comput. 193 (2007), 463-474.
10. R.M. Goel and N.S. Sohi, A new criterion for p-valent functions, Proc. Amer. Math. Soc. 78 (1980), 353-357.
11. I.B. Jung, Y.C. Kim and H.M. Srivastava, The Hardy space of analytic functions associated with certain one-parameter families of integral operators, J. Math. Anal. Appl. 176 (1993), 138-147.
12. S.S. Kumar, V. Kumar and V. Ravichandran, Subordination and superordination for multivalent functions defined by linear operators, Tamsui Oxf. J. Inf. Math. Sci. 29 (2013), 361-387.
13. R.J. Libera, Some classes of regular univalent functions, Proc. Amer. Math. Soc. 16 (1965), 755-758.
14. P.T. Mocanu, Une propriété de convexité généralisée dans la théorie de la représentation conforme, Mathematica (Cluj) 11 (1969), 127-133.
15. S.S. Miller and P.T. Mocanu, Differential subordinations and univalent functions, Michigan Math. J. 28 (1981), 157-171.
16. S.S. Miller and P.T. Mocanu, Differential Subordination, Theory and Applications, Marcel Dekker, Inc., New York, Basel, 2000.
17. S.S. Miller and P.T. Mocanu, Subordinants of differential superordinations, Complex Var. Theory Appl. 48 (2003), 815-826.
18. S.S. Miller, P.T. Mocanu and M.O. Reade, Subordination-preserving integral operators, Trans. Amer. Math. Soc. 283 (1984), 605-615.
19. S.S. Miller, P.T. Mocanu and M.O. Reade, Bazilevič functions and generalized convexity, Rev. Roumaine Math. Pures Appl. 19 (1974), 213-224.
20. S. Owa and H.M. Srivastava, Some applications of the generalized Libera integral operator, Proc. Japan Acad. Ser. A Math. Sci. 62 (1986), 125-128.
21. S. Owa and H.M. Srivastava, Some subordination theorems involving a certain family of integral operators, Integral Transforms Spec. Funct. 15 (2004), 445-454.
22. C. Pommerenke, Univalent functions, Vanderhoeck and Ruprecht, Göttingen, 1975.
23. J.K. Prajapat and S.P. Goyal, Applications of Srivastava-Attiya operator to the class of strongly starlike and strongly convex functions, J. Math. Ineq. 3 (2009), 129-137.
24. G. Sălăgean, Subclasses of univalent functions, in Complex analysis-fifth RomanianFinnish seminar, Part 1 (Bucharest, 1981), 362-372, Lecture Notes in Math., 1013, Springer, Berlin.
25. H.M. Srivastava and A.A. Attiya, An integral operator associated with the Hurwitz-Lerch zeta function and differential subordination, Integral Transforms Spec. Funct. 18 (2007), 207-216.
26. H.M. Srivastava, S. Hussain, A. Raziq and M. Raza, The Fekete-Szegö functional for a subclass of analytic functions associated with quasi-subordination, Carpathian J. Math. 34 (2018), 103-113.
27. H.M. Srivastava, A.O. Mostafa, M.K. Aouf and H.M. Zayed, Basic and fractional qcalculus and associated Fekete-Szegö problem for $p$-valently $q$-starlike functions and $p$ valently q-convex functions of complex order, Miskolc Math. Notes 20 (2019), 489-509.
28. H.M. Srivastava and S. Owa (Editors), Current topics in analytic function theory, World Scientific Publishing Company, Singapore, New Jersey, London, and Hong Kong, 1992.
29. H.M. Srivastava, A. Prajapati and P. Gochhayat, Third-order differential subordination and differential superordination results for analytic functions involving the SrivastavaAttiya operator, Appl. Math. Inform. Sci. 12 (2018), 469-481.
30. H.M. Srivastava, D. Răducanu and P. Zaprawa, A certain subclass of analytic functions defined by means of differential subordination, Filomat 30 (2016), 3743-3757.
31. H. Tang, H.M. Srivastava and G.-T. Deng, Some families of analytic functions in the upper half-plane and their associated differential subordination and differential superordination properties and problems, Appl. Math. Inform. Sci. 11 (2017), 1247-1257.
32. H. Tang, H.M. Srivastava, G.-T. Deng and S.-H. Li, Second-order differential superordination for analytic functions in the upper half-plane, J. Nonlinear Sci. Appl. 10 (2017), 5271-5280.
33. B.A. Uralegaddi and C. Somanatha, Certain classes of univalent functions, Current Topics in Analytic Function Theory, pp. 371-374, World Scientific Publishing Company, Singapore, New Jersey, London, and Hong Kong, 1992.
34. Q.-H. Xu, H.-G. Xiao and H.M. Srivastava, Some applications of differential subordination and the Dziok-Srivastava convolution operator, Appl. Math. Comput. 230 (2014), 496-508.

Virendra Kumar received his Ph.D. from Delhi Technological University. His research interests are Complex Analysis, Geometric Function Theory and Special Functions.
Department of Mathematics, Ramanujan College, University of Delhi, New Delhi 110019, India.
e-mail: vktmaths@yahoo.in
Nak Eun Cho received his M.Sc. and Ph.D. from Kyungpook National University. His research interests are Complex Analysis, Geometric Function Theory and Special Functions.
Department of Applied Mathematics, College of Natural Sciences, Pukyong National University, Busan 608-737, Korea.
e-mail: necho@pknu.ac.kr


[^0]:    Received July 29, 2022. Revised November 8, 2022. Accepted January 16, 2023. * Corresponding author.
    ${ }^{\dagger}$ This work was supported by the Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science and Technology (No. 2019R1I1A3A01050861).
    (C) 2023 KSCAM.

