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#### Abstract

In this paper, we consider the Landau-de Gennes energy functional for liquid crystals confined in a thin cylindrical domain and study defects of molecular directions in the system by applications of external fields.


## 1. Introduction

In this article, we consider a nematic liquid crystal confined between two coaxial cylindrical surfaces whose internal and external radii are $l$ and $s(0<\ell<s)$, respectively. It is observed by numerical experiment [5] that for a sufficiently small height of the cylinder, directions of molecules are independent of the height. For this reason, in order to study behaviour of molecules in a thin cylindrical domain we only need to consider a liquid crystal in a two dimensional domain $\Omega=B_{s} \backslash B_{\ell} \subset \mathbf{R}^{2}$ which is a region between two concentric balls of radii $s$ and $\ell$ centered at the origin.

In the Landau-de Gennes theory, a liquid crystal is described by the order tensor $Q$ which is traceless $3 \times 3$ symmetric matrix. It can be represented as

$$
Q=S_{1}\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} I\right)+S_{2}\left(\mathbf{m} \otimes \mathbf{m}-\frac{1}{3} I\right),
$$

where $S_{1}$ and $S_{2}$ are real, and $\{\mathbf{n}, \mathbf{m}, \mathbf{n} \times \mathbf{m}\}$ is an orthonormal basis consisting of linearly independent eigenvectors of $Q$ corresponding to the

[^0]eigenvalues
$$
\frac{1}{3}\left(2 S_{1}-S_{2}\right),-\frac{1}{3}\left(S_{1}+S_{2}\right), \frac{1}{3}\left(2 S_{2}-S_{1}\right)
$$

In the isotropic phase, $Q$ becomes zero. We say that a liquid crystal is uniaxial if two eigenvalues of $Q$ are equal, and it is biaxial when three eigenvalues of $Q$ are distinct. In the uniaxial nematic phase, the order tensor $Q$ can be written as

$$
\begin{equation*}
Q=S\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} I\right) \tag{1.1}
\end{equation*}
$$

where $S$ is real and $\mathbf{n}$ is a unit vector in $\mathbf{R}^{3}$. It can be also shown that

$$
\beta^{2}=1-\frac{6\left[\operatorname{tr}\left(Q^{3}\right)\right]^{2}}{\left[\operatorname{tr}\left(Q^{2}\right)\right]^{3}}
$$

is in (0.1] if and only if $Q$ is in a biaxial nematic phase. When $Q$ is uniaxial, then $\beta^{2}$ is equal to zero.

Throughout this paper, we assume that $\mathbf{n}$ and $\mathbf{m}$ are perpendicular to $z$-axis. Since $Q$ is symmetric and traceless, $Q$ can be written as

$$
Q=\left(\begin{array}{ccc}
q_{1}-\frac{q_{3}}{2} & q_{2} & 0  \tag{1.2}\\
q_{2} & -q_{1}-\frac{q_{3}}{2} & 0 \\
0 & 0 & q_{3}
\end{array}\right)
$$

In section 2, we address the existence of minimizers for the Landaude Gennes energy functional. In order to investigate the behaviour of molecular directions, we utilize numerical method to obtain approximated solutions and investigate behaviour of singularities of minimizers with or without applied fields in section 3 and section 4.

## 2. Existence of minimizers

The Landau-de Gennes energy functional of nematic liquid crystal we consider is given by

$$
\begin{equation*}
\mathcal{E}(Q)=\int_{\Omega}\left\{F_{e l}(\nabla Q)+F_{b}(Q)+f_{\text {elec }}(Q, \mathbf{E})\right\} d \mathbf{x} \tag{2.1}
\end{equation*}
$$

The elastic energy density $F_{e l}$ and bulk energy density $F_{b}$ are given by

$$
\begin{aligned}
& F_{e l}=\frac{L_{1}}{2}|\nabla Q|^{2}+\frac{L_{3}}{2}|\nabla \times Q|^{2}, \\
& F_{b}=\frac{a}{2} \operatorname{tr} Q^{2}-\frac{b}{3}\left(\operatorname{tr} Q^{3}\right)+\frac{c}{4}\left(\operatorname{tr} Q^{2}\right)^{2}
\end{aligned}
$$

Here $L_{1}$ and $L_{3}$ are independent elastic constants, and $a=A_{0}\left(T-T^{*}\right)$, where $T^{*}$ is nematic super-cooling temperature and $A_{0}>0, b>0, c>0$ are constants depending on the material.

We assume that the temperature dependent constant $a$ is negative, so that the bulk energy density $F_{b}$ attains its global minimum at $S^{+}=$ $\frac{b+\sqrt{b^{2}-24 a c}}{4 c}$, and has local minimum at $S^{-}=\frac{b-\sqrt{b^{2}-24 a c}}{4 c}$ ( see [1]). We also consider Dirichlet boundary conditions on the inner boundary $\partial \Omega_{\text {in }}$ and outer boundary $\partial \Omega_{\text {out }}$ such that

$$
\begin{equation*}
Q=S^{+}\left(\mathbf{n}_{0} \otimes \mathbf{n}_{0}-\frac{1}{3} I\right), \text { on } \partial \Omega \tag{2.2}
\end{equation*}
$$

where $\mathbf{n}_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$ is given by $\mathbf{n}_{0}=\mathbf{n}_{\text {in }}$ on $\partial \Omega_{\text {in }}$ and $\mathbf{n}_{0}=\mathbf{n}_{\text {out }}$ on $\partial \Omega_{\text {out }}$ with $\mathbf{n}_{\text {in }}$ and $\mathbf{n}_{\text {out }}$ being fixed unit vector fields on $\partial \Omega_{\text {in }}$ and $\partial \Omega_{\text {out }}$ respectively.

The free energy $\mathcal{E}_{\text {elec }}$ associated with electric field is given by

$$
\begin{aligned}
\mathcal{E}_{\text {elec }} & =-\int_{\Omega} \frac{1}{2} \mathbf{E} \cdot \mathbf{D} d \mathbf{x} \\
\mathbf{D} & =\left(\varepsilon_{a} I+\varepsilon_{\perp} Q\right) \mathbf{E}
\end{aligned}
$$

where $\varepsilon_{a}$ and $\varepsilon_{\perp}$ are the isotropic and anisotropic dielectric permittivities, respectively. By Maxwell's equations, we assume that $\mathbf{E}=-\nabla \psi$, for some scalar potential function $\psi$ and $\mathbf{D}$ satisfies

$$
\begin{equation*}
\nabla \cdot \mathbf{D}=0 \tag{2.3}
\end{equation*}
$$

Given a scalar function $\psi_{0}$ on $\partial \Omega$, we impose it as a boundary condition for $\psi$ to obtain

$$
\left\{\begin{array}{cl}
\left.-\nabla \cdot\left(\varepsilon_{a} I+\varepsilon_{\perp} Q\right)(\nabla \psi)\right)=0, & \text { in } \Omega \\
\psi=\psi_{0}, & \text { on } \partial \Omega
\end{array}\right.
$$

Taking a special form $Q$ in (1.2) into (2.1), we obtain a new energy functional in terms of $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right)$ by abuse of notation as follows:

$$
\begin{equation*}
\mathcal{E}(\mathbf{q}, \psi):=\mathcal{E}(Q, \psi)=\int_{\Omega}\left\{F_{e l}(\nabla \mathbf{q})+F_{b}(\mathbf{q})+f_{\text {elec }}(\mathbf{q}, \psi)\right\} d \mathbf{x} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{e l}(\nabla \mathbf{q}) & =F_{1}(\nabla \mathbf{q})+F_{2}(\nabla \mathbf{q}) \\
F_{1}(\nabla \mathbf{q}) & =\left(L_{1}+\frac{L_{3}}{2}\right) \nabla q_{1} \cdot \nabla q_{1}+\left(L_{1}+\frac{L_{3}}{2}\right) \nabla q_{2} \cdot \nabla q_{2}+\left(\frac{3}{4} L_{1}+\frac{5}{8} L_{3}\right) \nabla q_{3} \cdot \nabla q_{3} \\
F_{2}(\nabla \mathbf{q}) & =L_{3}\left(\partial_{x} q_{1} \partial_{y} q_{2}-\partial_{y} q_{1} \partial_{x} q_{2}+\frac{1}{2} \partial_{x} q_{2} \partial_{y} q_{3}+\frac{1}{2} \partial_{y} q_{2} \partial_{x} q_{3}+\frac{1}{2} \partial_{x} q_{1} \partial_{x} q_{3}-\frac{1}{2} \partial_{y} q_{1} \partial_{y} q_{3}\right) \\
F_{b}(\mathbf{q}) & =a\left(q_{1}^{2}+q_{2}^{2}+\frac{3}{4} q_{3}^{2}\right)-b\left(\frac{1}{4} q_{3}^{3}-q_{3} q_{1}^{2}-q_{3} q_{2}^{2}\right)+c\left(q_{1}^{2}+q_{2}^{2}+\frac{3}{4} q_{3}^{2}\right)^{2} \\
f_{\text {elec }}(\mathbf{q}, \psi) & =-\frac{1}{2} \varepsilon_{a} \nabla \psi \cdot \nabla \psi-\frac{1}{2} \varepsilon_{\perp}\left(q_{1}\left(\psi_{x}^{2}-\psi_{y}^{2}\right)+2 q_{2} \psi_{x} \psi_{y}-q_{3}\left(\frac{1}{2} \psi_{x}^{2}+\frac{1}{2} \psi_{y}^{2}-\psi_{z}^{2}\right)\right) .
\end{aligned}
$$

We now define the admissible spaces as

$$
\begin{aligned}
& \mathcal{X}=\left\{\mathbf{q} \in H^{1}\left(\Omega ; \mathbf{R}^{3}\right) \mid \mathbf{q}=\mathbf{q}_{0} \text { on } \partial \Omega\right\} \\
& \mathcal{Y}=\left\{\psi \in H^{1}(\Omega): \psi=\psi_{0} \text { on } \partial \Omega\right\} \\
& \mathcal{H}=\mathcal{X} \times \mathcal{Y}
\end{aligned}
$$

where $\mathbf{q}_{0}$ is determined by $\mathbf{n}_{0}$ in (2.2), and $H^{1}(\Omega)$ and $H^{1}\left(\Omega, \mathbf{R}^{3}\right)$ are Sobolev spaces [4]. In the following, we prove the existence of minimizers for $\mathcal{E}$ in $\mathcal{H}$.

Theorem 2.1. Suppose that $L_{1}>0$ and $3 L_{1}+4 L_{3}>0$. Then there exists a $(\bar{q}, \bar{\psi}) \in \mathcal{H}$ such that

$$
\mathcal{E}(\bar{q}, \bar{\psi})=\inf _{q \in \mathcal{H}} \mathcal{E}(q, \psi)
$$

Proof. Let

$$
\mathcal{W}(\mathbf{q})=\int_{\Omega}\left\{F_{e l}(\nabla \mathbf{q})+F_{b}(\mathbf{q})\right\} d \mathbf{x}
$$

In the spirit of the proof given in [2], it suffices to prove that $\mathcal{W}$ has a minimizer in $\mathcal{X}$. Given $\mathbf{q}(\mathbf{x})$ for $\mathbf{x}=(x, y) \in \Omega$, we define $\mathbf{p}(\mathbf{x}) \in \mathbf{R}^{6}$ by

$$
\mathbf{p}(\mathbf{x})=\left(\partial_{x} q_{1}(\mathbf{x}), \partial_{y} q_{1}(\mathbf{x}), \partial_{x} q_{2}(\mathbf{x}), \partial_{y} q_{2}(\mathbf{x}), \partial_{x} q_{3}(\mathbf{x}), \partial_{y} q_{3}(\mathbf{x})\right)^{T}
$$

Let
$B=\left(\begin{array}{cccccc}L_{1}+\frac{L_{3}}{2} & 0 & 0 & \frac{L_{3}}{2} & \frac{L_{3}}{4} & 0 \\ 0 & L_{1}+\frac{L_{3}}{2} & -\frac{L_{3}}{2} & 0 & 0 & -\frac{L_{3}}{4} \\ 0 & -\frac{L_{3}}{2} & L_{1}+\frac{L_{3}}{2} & 0 & 0 & \frac{L_{3}}{4} \\ \frac{L_{3}}{2} & 0 & 0 & L_{1}+\frac{L_{3}}{2} & \frac{L_{3}}{4} & 0 \\ \frac{L_{3}}{4} & 0 & 0 & \frac{L_{3}}{4} & \frac{3}{4} L_{1}+\frac{5}{8} L_{3} & 0 \\ 0 & -\frac{L_{3}}{4} & \frac{L_{3}}{4} & 0 & 0 & \frac{3}{4} L_{1}+\frac{5}{8} L_{3} .\end{array}\right)$

It can be seen by calculations that the eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{6}$ of the matrix $B$ are given by

$$
\left\{\begin{array}{l}
\lambda_{1}=\lambda_{2}=L_{1} \\
\lambda_{3}=\lambda_{4}=\frac{7}{8} L_{1}+\frac{13}{16} L_{3}-\frac{\sqrt{4 L_{1}^{2}+12 L_{1} L_{3}+41 L_{3}^{2}}}{16} \\
\lambda_{5}=\lambda_{6}=\frac{7}{8} L_{1}+\frac{13}{16} L_{3}+\frac{\sqrt{4 L_{1}^{2}+12 L_{1} L_{3}+41 L_{3}^{2}}}{16}
\end{array}\right.
$$

It is easy to show that $\lambda_{i}>0$, for $i=1,2, \cdots, 6$. Since $B$ is symmetric, there exists an orthonormal matrix $\mathcal{O}$ such that $\mathcal{O}^{T} B \mathcal{O}$ is a diagonal matrix whose entries are $\left\{\lambda_{i}\right\}_{i=1}^{6}$. Then for $\mathbf{p} \neq 0$, we have

$$
\begin{aligned}
F_{e l}(\nabla \mathbf{q}) & =\mathbf{p}^{T} \mathcal{O}^{T} B \mathcal{O} \mathbf{p}=\sum_{i=1}^{6} \lambda_{i} v_{i}^{2} \\
& \geq \lambda|\mathcal{O} \mathbf{p}|^{2}=\lambda|\mathbf{p}|^{2}=\lambda|\nabla \mathbf{q}|^{2}
\end{aligned}
$$

where $\left(v_{1}, v_{2}, \ldots, v_{6}\right)^{T}=\mathcal{O} \mathbf{p}$ and $\lambda=\min \left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{6}\right\}$. This implies that $\mathcal{W}$ is coercive. By the direct method in the calculus of variations, one see that $\mathcal{W}$ achieves its minimum in $\mathcal{X}$. For the existence of minimizers for $\mathcal{E}$ on $\mathcal{H}$, we refer the reader to [2].

## 3. The Euler-Lagrange equations and the radial external electric field

In this section, we discuss the Euler-Lagrange equations corresponding to $\mathcal{E}$ discussed in the previous section. We also introduce a radially symmetric external field in order to investigate how singularities for solutions response to applied fields.

The external electric field we consider is given by

$$
\mathbf{E}(\mathbf{x})=C_{e} \frac{\mathbf{x}}{|\mathbf{x}|^{2}}=\frac{C_{e}}{\rho} \mathbf{e}_{\rho}, \mathbf{x} \in \Omega
$$

where $\rho=|\mathbf{x}|, \mathbf{e}_{\rho}=\frac{\mathbf{x}}{|\mathbf{x}|}$, and $C_{e}$ is a fixed constant. Notice that $s$ is the radius of outer circle for $\Omega=B_{s} \backslash B_{\ell}$. We introduce scalings as below:

$$
\tilde{\mathbf{x}}=\frac{\mathbf{x}}{s}, \quad \tilde{\ell}=\frac{\ell}{s}, \quad \tilde{\Omega}=\{\tilde{x} \mid s \tilde{x} \in \Omega\}
$$

For $\tilde{x} \in \tilde{\Omega}$, we define $\tilde{\mathbf{q}}$ and $\tilde{\mathcal{E}}$ by

$$
\begin{aligned}
& \tilde{\mathbf{q}}(\tilde{\mathbf{x}})=\left(\tilde{q}_{1}(\tilde{\mathbf{x}}), \tilde{q}_{2}(\tilde{\mathbf{x}}), \tilde{q}_{3}(\tilde{\mathbf{x}})\right)=\frac{\sqrt{2} c}{b}\left(q_{1}(s \tilde{\mathbf{x}}), q_{2}(s \tilde{\mathbf{x}}), \sqrt{3} q_{3}(s \tilde{\mathbf{x}}) / 2\right) \\
& \tilde{\mathcal{E}}(\tilde{\mathbf{q}})=\frac{c^{2}}{L b^{2}} \mathcal{E}(\mathbf{q})
\end{aligned}
$$

After dropping the tildes, we have $\Omega=B_{1} \backslash B_{\ell}(0<\ell<1)$ and the energy (2.4) reduces to

$$
\begin{equation*}
\mathcal{E}(\mathbf{q})=\mathcal{E}_{e l}(\nabla \mathbf{q})+\mathcal{E}_{b}(\mathbf{q})+\mathcal{E}_{\text {elec }}(\mathbf{q}) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{E}_{e l}(\nabla \mathbf{q}) & =\mathcal{E}_{1}(\nabla \mathbf{q})+\mathcal{E}_{2}(\nabla \mathbf{q}) \\
\mathcal{E}_{1}(\nabla \mathbf{q}) & =\int_{\Omega}\left[\frac{K_{1}}{2}\left(\nabla q_{1} \cdot \nabla q_{1}+\nabla q_{2} \cdot \nabla q_{2}+\nabla q_{3} \cdot \nabla q_{3}\right)\right. \\
& \left.+\frac{K_{3}}{4}\left(\nabla q_{1} \cdot \nabla q_{1}+\nabla q_{2} \cdot \nabla q_{2}+\frac{5}{3} \nabla q_{3} \cdot \nabla q_{3}\right)\right] d \mathbf{x}, \\
\mathcal{E}_{2}(\nabla \mathbf{q}) & =\int_{\Omega} \frac{K_{3}}{2}\left(\frac{\partial q_{1}}{\partial x} \frac{\partial q_{2}}{\partial y}-\frac{\partial q_{2}}{\partial x} \frac{\partial q_{1}}{\partial y}+\frac{1}{\sqrt{3}} \frac{\partial q_{3}}{\partial x} \frac{\partial q_{1}}{\partial x}+\frac{1}{\sqrt{3}} \frac{\partial q_{2}}{\partial y} \frac{\partial q_{3}}{\partial x}\right. \\
& \left.+\frac{1}{\sqrt{3}} \frac{\partial q_{2}}{\partial x} \frac{\partial q_{3}}{\partial y}-\frac{1}{\sqrt{3}} \frac{\partial q_{1}}{\partial y} \frac{\partial q_{3}}{\partial y}\right) d \mathbf{x}, \\
\mathcal{E}_{b}(\mathbf{q}) & =\int_{\Omega}\left[\frac{1}{\varepsilon^{2}}\left[\frac{T_{a}}{2}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}\right)-\frac{1}{\sqrt{6}}\left(\frac{q_{3}^{3}}{3}-q_{3} q_{1}^{2}-q_{3} q_{2}^{2}\right)+\frac{1}{4}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}\right)^{2}\right]\right] d \mathbf{x}, \\
\mathcal{E}_{\text {elec }}(\mathbf{q}) & =\int_{\Omega}\left[-\operatorname{sgn}\left(\varepsilon_{a}\right) \frac{C_{e}^{2}}{|\mathbf{x}|^{2}}-\operatorname{sgn}\left(\varepsilon_{a}\right) \frac{\sqrt{2} \tilde{\varepsilon} C_{e}^{2}}{2|\mathbf{x}|^{2}}\left(q_{1} \frac{x^{2}-y^{2}}{|\mathbf{x}|^{2}}+q_{2} \frac{2 x y}{|\mathbf{x}|^{2}}-\frac{q_{3}}{\sqrt{3}}\right)\right] d \mathbf{x},
\end{aligned}
$$

where $L=\max \left\{\left|L_{1}\right|,\left|L_{3}\right|\right\}, K_{1}=\frac{L_{1}}{L}, K_{3}=\frac{L_{3}}{L}, \frac{1}{\varepsilon^{2}}=\frac{s^{2} b^{2}}{L c}, T_{a}=\frac{a c}{b^{2}}$, $\tilde{C}_{e}=\frac{c}{b} \sqrt{\frac{\left|\varepsilon_{a}\right|}{2 L}} C_{e}$, and $\tilde{\varepsilon}=\frac{b \varepsilon_{\perp}}{c \varepsilon_{a}}$.

The Euler-Lagrange equations corresponding to (3.1) are given by

$$
\left\{\begin{array}{l}
-\left(K_{1}+\frac{K_{3}}{2}\right) \Delta q_{1}-\frac{K_{3}}{2 \sqrt{3}}\left(\frac{\partial^{2} q_{3}}{\partial x^{2}}-\frac{\partial^{2} q_{3}}{\partial y^{2}}\right)-\operatorname{sgn}\left(\varepsilon_{a}\right) \frac{\sqrt{2} \tilde{\varepsilon} C_{e}^{2}}{2|\mathbf{x}|^{2}} \frac{x^{2}-y^{2}}{|\mathbf{x}|^{2}}  \tag{3.2}\\
+\frac{1}{\varepsilon^{2}}\left[T_{a} q_{1}+\frac{2}{\sqrt{6}} q_{3} q_{1}+q_{1}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}\right)\right]=0, \text { in } \Omega \\
-\left(K_{1}+\frac{K_{3}}{2}\right) \Delta q_{2}-\frac{K_{3}}{2 \sqrt{3}}\left(2 \frac{\partial^{2} q_{3}}{\partial x \partial y}\right)-\operatorname{sgn}\left(\varepsilon_{a}\right) \frac{\sqrt{2} \tilde{\varepsilon} C_{e}^{2}}{|\mathbf{x}|^{2}} \frac{x y}{|\mathbf{x}|^{2}} \\
+\frac{1}{\varepsilon^{2}}\left[T_{a} q_{2}+\frac{2}{\sqrt{6}} q_{3} q_{2}+q_{2}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}\right)\right]=0, \text { in } \Omega \\
-\left(K_{1}+\frac{5 K_{3}}{6}\right) \Delta q_{3}-\frac{K_{3}}{2 \sqrt{3}}\left(\frac{\partial^{2} q_{1}}{\partial x^{2}}-\frac{\partial^{2} q_{1}}{\partial y^{2}}+2 \frac{\partial^{2} q_{2}}{\partial x \partial y}\right)+\operatorname{sgn}\left(\varepsilon_{a}\right) \frac{\tilde{\varepsilon} C_{e}^{2}}{\sqrt{6}|\mathbf{x}|^{2}} \\
+\frac{1}{\varepsilon^{2}}\left[T_{a} q_{3}+\frac{1}{\sqrt{6}}\left(q_{1}^{2}+q_{2}^{2}-q_{3}^{2}\right)+q_{3}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}\right)\right]=0, \text { in } \Omega .
\end{array}\right.
$$

For the boundary condition $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right)$, it is satisfied that

$$
\left\{\begin{array}{l}
q_{1}=\frac{\sqrt{2} c}{b} S^{+}\left(n_{1}^{2}-\frac{1}{2}\right),  \tag{3.3}\\
q_{2}=\frac{\sqrt{2} c}{b} S^{+} n_{1} n_{2}, \\
q_{3}=-\frac{\sqrt{6 c}}{6 b} S^{+},
\end{array} \quad \text { on } \partial \Omega_{\text {out }},\right.
$$

and

$$
\left\{\begin{array}{l}
q_{1}=\frac{\sqrt{2} c}{b} S^{+}\left(m_{1}^{2}-\frac{1}{2}\right),  \tag{3.4}\\
q_{2}=\frac{\sqrt{2} c}{b} S^{+} m_{1} m_{2}, \\
q_{3}=-\frac{\sqrt{6} c}{6 b} S^{+},
\end{array} \quad \text { on } \partial \Omega_{i n} .\right.
$$

where $\left(n_{1}, n_{1}\right)$ and ( $m_{1}, m_{2}$ ) are given unit vectors and $S^{+}$is introduced in section 2 .

## 4. Results of computational experiments

In this section, we study solutions to the Euler-Lagrange equations (3.2) by way of a numerical method developed in [3]. First, choose $C_{0}$ such that

$$
\begin{equation*}
\mathcal{E}_{N}(\mathbf{q}):=\mathcal{E}(\mathbf{q})+C_{0}>0, \tag{4.1}
\end{equation*}
$$

for all $\mathbf{q}$. Such a constant $C_{0}$ exists because $\mathcal{E}$ is bounded from below. The general form of gradient flow is given by

$$
\begin{aligned}
\frac{\partial \mathbf{q}}{\partial t} & =-\mu, \\
\mu=\frac{\delta \mathcal{E}_{N}}{\delta \mathbf{q}} & =\frac{\delta \mathcal{E}_{1}}{\delta \mathbf{q}}+\frac{\delta \mathcal{E}_{2}}{\delta \mathbf{q}}+\frac{\delta \mathcal{E}_{\text {elec }}}{\delta \mathbf{q}}+\frac{\delta \mathcal{E}_{b}}{\delta \mathbf{q}} .
\end{aligned}
$$

We adopt the SAV method studied in [3] to our system. Let

$$
\gamma(t)=\mathcal{E}_{N}(\mathbf{q}(t)), \text { for } t>0 .
$$

Then it is easy to check that

$$
\frac{d \gamma(t)}{d t}=\frac{d \mathcal{E}_{N}(\mathbf{q})}{d t}=\int_{\Omega} \frac{\delta \mathcal{E}_{N}}{\delta \mathbf{q}} \frac{\partial \mathbf{q}}{\partial t} d \mathbf{x}=-(\mu, \mu) \leq 0 .
$$

Define $\xi(t)=\gamma(t) / \mathcal{E}_{N}(\mathbf{q}(t))$. The first-order scheme of SAV is given by

$$
\left\{\begin{array}{l}
\frac{\mathbf{q}^{n+1}-\eta^{n+1} \mathbf{q}^{n}}{\Delta t}=-\mu^{n+1} \\
\mu^{n+1}=\frac{\delta \mathcal{E}_{1}}{\delta \mathbf{q}}\left(\mathbf{q}^{n+1}\right)+\eta^{n+1}\left(\frac{\delta \mathcal{E}_{2}}{\delta \mathbf{q}}\left(\mathbf{q}^{n}\right)+\frac{\delta \mathcal{E}_{\text {elec }}}{\delta \mathbf{q}}\left(\mathbf{q}^{n}\right)+\frac{\delta \mathcal{E}_{b}}{\delta \mathbf{q}}\left(\mathbf{q}^{n}\right)\right) \\
\xi^{n+1}=\frac{\gamma^{n+1}}{\mathcal{E}_{N}\left(\overline{\mathbf{q}}^{n+1}\right)} \\
\frac{\gamma^{n+1}-\gamma^{n}}{\Delta t}=-\xi^{n+1}\left(\bar{\mu}^{n+1}, \bar{\mu}^{n+1}\right) \\
\eta^{n+1}=1-\left(1-\xi^{n+1}\right)^{2} \\
\overline{\mathbf{q}}^{n+1}=\mathbf{q}^{n+1} / \eta^{n+1} \\
\bar{\mu}^{n+1}=\frac{\delta \mathcal{E}_{1}}{\delta \mathbf{q}}\left(\overline{\mathbf{q}}^{n+1}\right)+\frac{\delta \mathcal{E}_{2}}{\delta \mathbf{q}}\left(\overline{\mathbf{q}}^{n+1}\right)+\frac{\delta \mathcal{E}_{\text {elec }}}{\delta \mathbf{q}}\left(\overline{\mathbf{q}}^{n+1}\right)+\frac{\delta \mathcal{E}_{b}}{\delta \mathbf{q}}\left(\overline{\mathbf{q}}^{n+1}\right)
\end{array}\right.
$$

For a boundary condition for $Q$ on $\partial \Omega$, we take

$$
Q=S^{+}\left(\mathbf{n}_{0} \otimes \mathbf{n}_{0}-\frac{1}{3} I\right)
$$

where for $\theta \in[0,2 \pi]$,

$$
\mathbf{n}_{0}(\mathbf{x})=\left\{\begin{array}{cc}
\left(-\sin \frac{k_{\text {in }} \theta}{2}, \cos \frac{k_{\text {in }} \theta}{2}, 0\right) & \text { if } \mathbf{x}=(\ell \cos \theta, \ell \sin \theta) \in \partial \Omega_{\text {in }}  \tag{4.2}\\
\left(\cos \frac{k_{o u t} \theta}{2}, \sin \frac{k_{o u t} \theta}{2}, 0\right) & \text { if } \mathbf{x}=(\cos \theta, \sin \theta) \in \partial \Omega_{\text {out }}
\end{array}\right.
$$

For the boundary condition $\mathbf{q}$ on $\partial \Omega$, we obtain that for $\theta \in[0,2 \pi]$, $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right)$ satisfies

$$
\left\{\begin{array}{l}
q_{1}(\ell \cos \theta, \ell \sin \theta)=-\frac{\sqrt{2}}{8}\left(1+\sqrt{1-24 T_{a}}\right) \cos k_{i n} \theta, \\
q_{2}(\ell \cos \theta, \ell \sin \theta)=-\frac{\sqrt{2}}{8}\left(1+\sqrt{1-24 T_{a}}\right) \sin k_{i n} \theta, \\
q_{3}(\ell \cos \theta, \ell \sin \theta)=-\frac{\sqrt{6}}{24}\left(1+\sqrt{1-24 T_{a}}\right),
\end{array} \text { on } \partial \Omega_{i n}\right.
$$

and

$$
\left\{\begin{array}{l}
q_{1}(\cos \theta, \sin \theta)=\frac{\sqrt{2}}{8}\left(1+\sqrt{1-24 T_{a}}\right) \cos k_{\text {out }} \theta, \\
q_{2}(\cos \theta, \sin \theta)=\frac{\sqrt{2}}{8}\left(1+\sqrt{1-24 T_{a}}\right) \sin k_{\text {out }} \theta, \\
q_{3}(\cos \theta, \sin \theta)=-\frac{\sqrt{6}}{24}\left(1+\sqrt{1-24 T_{a}}\right),
\end{array} \quad \text { on } \partial \Omega_{\text {out }} .\right.
$$

The molecular direction is represented by the eigenvector corresponding to the largest eigenvalue of $Q$. On the boundary, $\mathbf{n}_{0}$ is the directions of molecule and its topological degrees are $k_{\text {in }} / 2$ and $k_{\text {out }} / 2$ on inner and outer boundaries respectively. We set $K_{1}=1, K_{3}=0.5, \varepsilon=0.01$, $\ell=0.1, T_{a}=-0.1, \tilde{\varepsilon}=1.5, \varepsilon_{a}>0$. For each run, we set $\Delta t=0.0001$, and carry out the simulation over the time interval $0 \leq t \leq 1$.


Figure 1. (A)values of $\beta^{2}$ in the domain $\Omega,(\mathrm{C}),(\mathrm{D}),(\mathrm{E})$ : molecular direction field in the region magnified from boxed regions in (B) from the left to the right, (F): three eigenvalues of $Q$ along the blue line specified in (C). $C_{e}=0, k_{\text {in }}=3, k_{\text {out }}=1$ were taken in simulations.

### 4.1. Without an applied field

We carried out numerical simulation without an applied field so as to understand behavior of molecules in the system. We first take $k_{i n}=$ $3, k_{\text {out }}=1$. Computation results are shown in Figure 1. In Figure 1, values of $\beta^{2}$ which is biaxial parameter are described in (A). One may see from (A) in Figure 1 that molecules are uniaxial(purple color) for the most part of the region although there exist two small regions(red color) close to inner boundary for biaxial nematic state. These two biaxial regions are located near inner boundary and symmetric with respect to $y$-axis. In order to understand directions of molecules, we magnify two parts of region(boxed regions) in (B) including a singularity and display them in (D) and (E). The picture (D) which is a magnified region near left singular point indicates that the topological degree of the singular point is $-\frac{1}{2}$. The topological degree of a singular point located on the
right is also $-\frac{1}{2}$ as shown in the picture (E). Three eigenvalues of the order tensor $Q$ for the line specified in (C) are shown in (F). We see that two eigenvalues are crossed at the singular point and molecule at the singular point(defect core) is uniaxial.


Figure 2. (A)values of $\beta^{2}$ in the domain $\Omega,(\mathrm{C})$ is magnified from the big box in (B), (D) and (E): molecular direction field in the region magnified from two small boxed regions in (B) from the left to the right. For simulations, we take $C_{e}=0, k_{i n}=4, k_{\text {out }}=1$.

In Figure 2, we display computational results when $k_{\text {in }}=4, k_{\text {out }}=1$. In this case, the total topological degree of molecular direction on the boundary of $\Omega$ is $-3 / 2$, and our simulation shows that there are three singular points whose topological degrees are $-1 / 2$ near them as shown in (B), (C) and (D). Defects are located at points which are threefold symmetric with the angle $\frac{2 \pi}{3}$ and defect cores are also uniaxial. In order to study behavior of defects with respect to constants $k_{i n}$ and $k_{\text {out }}$, we performed our method several times with different values and the results are shown in Table 1.

|  | Degrees of defects | Degree on $\partial \Omega_{\text {in }}$ | Degree on $\partial \Omega_{\text {out }}$ |
| :---: | :---: | :---: | :---: |
| $k_{\text {in }}=1, k_{\text {out }}=1$ | $-\frac{1}{2},+\frac{1}{2}$ | $+\frac{1}{2}$ | $+\frac{1}{2}$ |
| $k_{\text {in }}=1, k_{\text {out }}=2$ | $++\frac{1}{2}$ | $+\frac{1}{2}$ | +1 |
| $k_{\text {in }}=1, k_{\text {out }}=3$ | $+\frac{1}{2},+\frac{1}{2}$ | $+\frac{1}{2}$ | $+\frac{3}{2}$ |
| $k_{\text {in }}=1, k_{\text {out }}=4$ | $+\frac{1}{2},+\frac{1}{2},+\frac{1}{2}$ | $+\frac{1}{2}$ | +2 |
| $k_{\text {in }}=2, k_{\text {out }}=1$ | $-\frac{1}{2}$ | +1 | $+\frac{1}{2}$ |
| $k_{\text {in }}=3, k_{\text {out }}=1$ | $-\frac{1}{2},-\frac{1}{2}$ | $+\frac{3}{2}$ | $+\frac{1}{2}$ |
| $k_{\text {in }}=4, k_{\text {out }}=1$ | $-\frac{1}{2},-\frac{1}{2},-\frac{1}{2}$ | +2 | $+\frac{1}{2}$ |

Table 1. Degrees of defects

If $k_{\text {in }}=1$ and $k_{\text {out }}=1$, then the total topological degree of direction field on the boundary $\partial \Omega$ becomes 0 . In this case, two defects appear in the domain with their local topological degree being $\frac{1}{2}$ and $-\frac{1}{2}$. For other cases, we refer the reader to Table 1.

### 4.2. With an applied field

We now try to investigate how an applied field has an effect on defects. In order to do so, we fix $k_{\text {in }}=3, k_{\text {out }}=1$ and increase constant $C_{e}$ (strength of voltage) from 0 to 2 . The computation results with $C_{e}=2$ are shown in Figure 3. From (A) in Figure 3, we can see that molecules are also uniaxial(purple color) for the most part of region and there exist two small biaxial regions(red color). But compared to the results without an electric field, these two biaxial regions appear to be moved to the left as shown in (A) due to the interaction with the radial applied field.


Figure 3. (A)values of $\beta^{2}$ in the domain $\Omega,(\mathrm{C})$ is magnified from the big box in (B), (D) and (E): molecular direction field in the region magnified from two small boxed regions in (B) from the left to the right, ( F ): three eigenvalues of $Q$ along the blue line in (C). $C_{e}=2, k_{i n}=3$, $k_{\text {out }}=1$ were used for simulations.

In order to understand the effect of the strength $C_{e}$ of the applied field, we track down locations of defect cores when $C_{e}$ is increased from 0 to 2. As shown in Table 2, we observe that defect cores are shifted to the left when we increase the strength of the applied field.

|  | Degree | position $(\rho, \theta)$ | Degree | position $(\rho, \theta)$ |
| :---: | :---: | :---: | :---: | :---: |
| $C_{e}=0$ | $-\frac{1}{2}$ | $(0.1214, \pi)$ | $-\frac{1}{2}$ | $(0.1214,0)$ |
| $C_{e}=1$ | $-\frac{1}{2}$ | $(0.1276, \pi)$ | $-\frac{1}{2}$ | $(0.1195,0)$ |
| $C_{e}=2$ | $-\frac{1}{2}$ | $(0.5342, \pi)$ | $-\frac{1}{2}$ | $(0.1160,0)$ |

Table 2. Degrees and coordinate position of defects

Next, we discuss how molecular directions deviate from the radial applied field. In order to do so, we introduce a variable $\alpha$ which measures the angle between the applied field and molecular direction as

$$
\alpha=\left|\mathbf{n} \cdot e_{\rho}\right| .
$$

In Figure 4, values of $\alpha$ for simulation results with $C_{e}=0,1,2$ are described in different colors. In the blue colored region, molecules are perpendicular to the direction of the radial applied filed and molecules are aligned parallel to the direction of the applied field in red colored region. We also see that the red colored region gets larger when the strength of the applied field is increased.


Figure 4. The parameter $\alpha$ with various $C_{e},(\mathrm{~A}): C_{e}=$ $0,(\mathrm{~B}): C_{e}=1,(\mathrm{C}): C_{e}=2$ with $k_{\text {in }}=3, k_{\text {out }}=1$.

## 5. Conclusion

We introduced the Landau-de Gennes energy functional and radial external field and proved existence of a minimizer for the energy functional on a Sobolev space. With and without an applied field, we investigated behaviour of defects(singularities) of solutions to the corresponding Euler-Lagrange equations by way of a numerical algorithm. In this paper, we did not explain details about the numerical algorithm we used. The details of the algorithm will appear in our forthcoming paper.
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