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PSEUDO-RIEMANNIAN SASAKI SOLVMANIFOLDS
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Abstract. We study a class of left-invariant pseudo-Riemannian Sasaki

metrics on solvable Lie groups, which can be characterized by the prop-

erty that the zero level set of the moment map relative to the action of
some one-parameter subgroup {exp tX} is a normal nilpotent subgroup

commuting with {exp tX}, and X is not lightlike. We characterize this
geometry in terms of the Sasaki reduction and its pseudo-Kähler quotient

under the action generated by the Reeb vector field.

We classify pseudo-Riemannian Sasaki solvmanifolds of this type in
dimension 5 and those of dimension 7 whose Kähler reduction in the

above sense is abelian.

Introduction

Sasaki manifolds were introduced in [16] as an odd-dimensional counter-
part to Kähler geometry; they are characterized by an almost contact metric
structure (φ, ξ, η, g) which is both normal and contact. Beside the analogy,
they bear a strong relation to Kähler geometry in that both the cone over a
Sasaki manifold and the space of leaves of the Reeb foliation carry a Kähler
structure. For pseudo-Riemannian metrics, a completely analogous definition
of Sasaki structure can be given, which was first considered in [17]; the relation
to pseudo-Kähler geometry is the same as in the definite setting.

Arguably, the most interesting Sasaki metrics are those satisfying the Ein-
stein condition ric = 2ng, where the Einstein constant is fixed by the dimension.
Both in the Riemannian and indefinite case, Einstein-Sasaki metrics are charac-
terized by the existence of a Killing spinor (see [2]), which makes them relevant
for general relativity and supersymmetry (see [9, 18]).

In this paper we focus on the homogeneous case, and particularly on invari-
ant pseudo-Riemannian Sasaki metrics on solvmanifolds. Although we do not
insist on the Einstein condition here, the prospect of applying the machinery to
produce Einstein-Sasaki metrics leads us to consider standard solvmanifolds,
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corresponding to semidirect products go a, where g is nilpotent, a abelian and
their sum orthogonal. Indeed, all Riemannian Einstein solvmanifolds are of
this type (see [12, 13]), and even in the indefinite case the standard condition
has proved quite effective to produce examples (see [6, 7]). In fact, the most
studied standard Lie algebras are those of Iwasawa type (or pseudo-Iwasawa,
for indefinite signature), namely those for which adX is symmetric for all X
in a.

Restricting to left-invariant pseudo-Riemannian Sasaki metrics on solvable
Lie groups allows us to work at the Lie algebra level; we shall therefore refer to
the structures under consideration as Sasaki structures on a Lie algebra. Our
first result (Proposition 2.6) is that Sasaki Lie algebras cannot be of pseudo-
Iwasawa type. This motivates us to study the more general class of standard Lie
algebras, though restricting for simplicity to one-dimensional abelian factors,
i.e., g̃ = goSpan {e0}. In Proposition 3.3, we characterize the Sasaki condition
on g̃ in terms of the induced structure on g. The resulting conditions on g are
somewhat unwieldy.

However, the situation simplifies if we impose that g is the zero-level set of a
moment map relative to the action of a one-parameter subgroup. In practice,
this means that φ(e0) lies in the center z(g). We dub this particular class of
Sasaki structures z-standard. One can then take the Sasaki reduction in the
sense of contact geometry, obtaining a new Sasaki nilmanifold with additional
structure, namely a derivation D commuting with φ and satisfying a quadratic
equation of the form

[Ds, Da] = hDs − 2(Ds)2,

where h is a real constant, and Ds, Da denote the symmetric and antisymmetric
part of D (Corollary 4.3). In this setting, the Reeb field ξ is central, so one
can take a further quotient and obtain a pseudo-Kähler nilmanifold in three
dimensions less (Corollary 4.4); equivalently, one can interpret this quotient as
a Kähler reduction of the pseudo-Kähler Lie algebra g̃/ Span {ξ}.

This construction can be inverted: starting from a pseudo-Kähler nilmani-
fold with a derivation as above, one obtains a pseudo-Kähler solvmanifold in
two dimensions higher, then giving a z-standard Sasaki solvmanifold by taking
a circle bundle (Proposition 5.1). This procedure differs from the double ex-
tension procedure considered in [3], in that the two “extra” dimensions span a
definite two-plane, rather than neutral.

We show that up to isometry, when Ds is both a derivation and diagonaliz-
able over C it can be assumed to be a projection, giving a simple explicit form
to the resulting Sasaki structure (Corollary 5.6). Making use of this fact, we
classify z-standard Sasaki solvmanifolds in dimension 5 (Theorem 5.7), and all
those in dimension 7 whose Kähler reduction is abelian (Theorem 5.8).
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1. Pseudo-Riemannian Sasaki structures

In this section we recall some basic definitions and facts on pseudo-Riemann-
ian Sasaki structures. For further details we refer to [5, 17].

Definition. An almost contact structure on a (2n + 1)-dimensional manifold
M is a triple (φ, ξ, η), where φ is a tensor field of type (1, 1), ξ is a vector field,
and η is a 1-form, such that

η(ξ) = 1, η ◦ φ = 0, φ2 = − Id +η ⊗ ξ.
Given a pseudo-Riemannian metric g on M , the quadruple (φ, ξ, η, g) is called
an almost contact metric structure if (φ, ξ, η) is an almost contact structure
and

g(ξ, ξ) = ε ∈ {±1}, η = εξ[, g(φX, φY ) = g(X,Y )− εη(X)η(Y )

for any vector fields X,Y .
We will assume ε = 1 in the sequel.

Note that if (φ, ξ, η, g) is an almost contact metric structure with g(ξ, ξ) =
ε = −1, then defining ḡ = −g we have that (φ, ξ, η, ḡ) is another almost contact
metric structure such that ḡ(ξ, ξ) = ε̄ = 1, so our assumption does not entail a
loss of generality.

Remark 1.1. The generalized eigenspace of 0 for φ is generated by ξ. Therefore
0 is an eigenvalue and ξ is an eigenvector, i.e., φ(ξ) = 0.

Remark 1.2. The endomorphism φ is always skew-symmetric: indeed,

g(φ(X), Y ) = −g(φX, φ2Y − η(Y )ξ)

= −g(X,φ(Y )) + η(X)η(φ(Y )) = −g(X,φ(Y )).

In fact, if φ is assumed to be skew-symmetric, g(φX, φY )=g(X,Y )−εη(X)η(Y )
is equivalent to φ2 = − Id +η ⊗ ξ.

We define the fundamental 2-form associated to the almost contact metric
structure (φ, ξ, η, g) as

Φ = g(·, φ·).
In addition, in analogy with the Nijenhuis tensor field for complex manifolds,
we define

Nφ = φ2[X,Y ] + [φX, φY ]− φ[φX, Y ]− φ[X,φY ].

Definition. An almost contact metric structure (φ, ξ, η, g) is said to be Sasaki
if (φ, ξ, η, g) satisfies Nφ + dη ⊗ ξ = 0 and dη = 2Φ.
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Sasaki structures can be characterized in terms of the covariant derivative
∇φ; as usual, we indicate by ∇ the Levi-Civita connection, by R its curvature
tensor, by ric its Ricci tensor.

Lemma 1.3 ([17, Proposition 1]). Given an almost contact metric structure
(φ, ξ, η, g) on a manifold of dimension 2n+ 1 such that

(∇Xφ)Y = g(X,Y )ξ − η(Y )X,

the following hold:

(1) ∇Xξ = −φ(X);
(2) ξ is a Killing vector field;
(3) dη(X,Y ) = 2Φ(X,Y );
(4) R(X,Y )ξ = η(Y )X − η(X)Y ;
(5) ric(ξ,X) = 2nη(X).

Arguing as in [4, Theorem 7.3.16], one obtains:

Proposition 1.4. Let (φ, ξ, η, g) be an almost contact pseudo-Riemannian met-
ric structure on M . The following are equivalent:

(1) (φ, ξ, η, g) is Sasaki;
(2) the cone (R+ ×M,J, ω) is pseudo-Kähler;
(3) (∇Xφ)Y = g(X,Y )ξ − η(Y )X;
(4) ∇XΦ = η ∧X[.

Pseudo-Sasaki manifolds are related to pseudo-Kähler geometry in the fol-
lowing way. Recall that a pseudo-Kähler structure on a manifold M is an
almost-pseudo-Hermitian structure (J, g, ω), with the convention that ω =
g(·, J ·), such that J is integrable and ω is closed; equivalently, ω is parallel
with respect to the Levi-Civita connection.

Like in the Riemannian case, we have the following:

Proposition 1.5 ([14]). Let M have a pseudo-Riemannian Sasaki structure
(φ, ξ, η, g). Then the space of leaves of the Reeb foliation has an induced pseudo-
Kähler structure.

Finally, we recall that given a Sasaki structure (φ, ξ, η, g) and a positive
constant a, we can define another Sasaki structure by

φ̂ = φ, ξ̂ = a−1ξ, η̂ = aη, ĝ = ag + (a2 − a)η ⊗ η.

Such a transformation is called a D-homothety. This defines an equivalence
relation between Sasaki structures on a given manifold.

2. Sasaki Lie algebras

Throughout the paper, we consider left-invariant structures on Lie groups,
which can be characterized at the Lie algebra level. Accordingly, we shall refer
to pseudo-Riemannian metrics on a Lie algebra, Sasaki structures etc. to mean
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objects defined at the Lie algebra level and silently extended to the Lie group
by left translation.

Recall from [6] that a standard decomposition on a Lie algebra g̃ endowed
with a pseudo-Riemannian metric is an orthogonal decomposition g̃ = g o a,
with g nilpotent and a abelian. A standard decomposition is pseudo-Iwasawa
if adX is symmetric for all X ∈ a. These definitions mimick and generalize
analogous definitions for Riemannian metrics (see [12]), and they have proved
useful in the study of Einstein metrics ([6]).

It is well known that nonisomorphic Lie algebras can be isometric, mean-
ing that the corresponding pseudo-Riemannian manifolds are isometric. The
method to obtain such isometries is recalled below in Proposition 2.2. A natu-
ral question is whether one can choose a representative in an isometry class of
Sasaki Lie algebras which admits a pseudo-Iwasawa decomposition. We show
that this is never the case: indeed, no Sasaki Lie algebras admits a pseudo-
Iwasawa decomposition. This will motivate the study of the more general
standard case in the following sections.

We begin this section with an example of a standard Sasaki Lie algebra.

Example 2.1. Consider the 5-dimensional Lie algebra

g = (0,−2e12 − 2e34,−3e45 − e13 + 3e24, 3e35 − 3e23 − e14, 2e12 + 2e34);

with notation as in [15]; explicitly, we have a fixed basis {ei} of g such that the
dual basis {ei} of g∗ satisfies de1 = 0, de2 = −2e1 ∧ e2 − 2e3 ∧ e4 and so on,
with d : g∗ → Λ2g∗ denoting the Chevalley-Eilenberg operator. As observed in
[8, Example 5.6], the Lie algebra g carries an Einstein-Sasaki structure given
by

g = −e1 ⊗ e1 − e2 ⊗ e2 − e3 ⊗ e3 − e4 ⊗ e4 + e5 ⊗ e5,

ξ = e5, Φ = e12 + e34.

This has a standard decomposition Span {e1}nSpan {e2, e3, e4, e5}. Notice that
this metric can be obtained from the Riemannian η-Einstein-Sasaki metric on
the Lie algebra g0 of [1] by reversing the sign of the metric along the Reeb
vector field.

Given a Lie algebra g with a metric g, for any endomorphism f : g → g we
write f = fs + fa, where fs is symmetric and fa is skew-symmetric relative to
the metric, i.e.,

fs =
1

2
(f + f∗), fa =

1

2
(f − f∗).

Consider a semidirect product g̃ = go a, with a abelian, and fix any metric.
In [10, Section 1.8] and [6, Proposition 1.19] it was shown that under certain
conditions one can obtain an isometric Lie algebra by projecting on the sym-
metric part. These results assume that the decomposition is standard; however,
the proof holds more generally, without assuming that the metric is standard
and taking more general projections:
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Proposition 2.2. Let g̃ be a pseudo-Riemannian Lie algebra (not necessarily
standard) of the form g̃ = go a; let χ : a→ Der(g) be a Lie algebra homomor-
phism such that, extending χ(X) to g̃ by declaring it to be zero on a,

(2.1) χ(X)s = (adX)s, [χ(X), adY ] = 0, X, Y ∈ a.

Let g̃∗ be the Lie algebra g oχ a. Then there is an isometry between the con-
nected, simply connected Lie groups with Lie algebras g̃ and g̃∗, with the corre-
sponding left-invariant metrics, whose differential at e is the identity of g ⊕ a
as a vector space.

Proof. Observe that for every X in a, χ(X) is a derivation of g that commutes
with ad a by (2.1), and therefore a derivation of g̃. For X in a, write adX =
A(X)+χ(X), where A(X) is an antisymmetric derivation of g̃. By construction,
A(X) is zero on a.

The rest of the proof is identical to [6, Proposition 1.19], except that one
replaces (adX)a with A(X), and one cannot assume that exp g exp a equals the

whole connected, simply-connected group G̃ with Lie algebra g̃; however, it is
clear that expA(X) fixes the connected subgroup with Lie algebra a, which is
what is needed. �

As a consequence we have a result analogous to [6, Proposition 1.19] for
nonstandard metrics:

Corollary 2.3. Let g̃ be a pseudo-Riemannian Lie algebra of the form g̃ = goa;
suppose that, for every X in a, (adX)∗ is a derivation of g̃ vanishing on a,
and furthermore

[(adX)∗, adY ] = 0, X, Y ∈ a.

Define χ : a → Der(g) as χ(X) = (adX)s. Let g̃∗ be the solvable Lie algebra
goχ a. Then there is an isometry between the connected, simply connected Lie
groups with Lie algebras g̃ and g̃∗, with the corresponding left-invariant metrics,
whose differential at e is the identity of g⊕ a as a vector space.

Example 2.4. We can apply Proposition 2.2 to Example 2.1 with a=Span {e5},
g = Span {e1, e2 − e5, e3, e4} to obtain an isometric Lie algebra

g̃ = (0,−2e12 − 2e34,−e13,−e14, 2e12 + 2e34),

g = −e1 ⊗ e1 − e2 ⊗ e2 − e3 ⊗ e3 − e4 ⊗ e4 + e5 ⊗ e5,

ξ = e5, Φ = e12 + e34.

This can be written as Span {e2, e3, e4, e5}o Span {e1}, with

Span {e2, e3, e4, e5} ∼= (−2E23, 0, 0, 2E23)

and

ad e1 = 2e2 ⊗ (e2 − e5) + e3 ⊗ e3 + e4 ⊗ e4.

This is standard but not pseudo-Iwasawa, consistently with Proposition 2.6
below.
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In the following, we will need the explicit formula for the Levi-Civita con-
nection of a metric on a Lie algebra, namely

(2.2) ∇wv = − ad(v)sw − 1

2
(adw)∗v.

The formula follows immediately from the Koszul formula. In order to special-
ize to the standard case, we will need to fix an orthogonal basis {es} on the
abelian factor a such that g̃(es, es) = εs.

Lemma 2.5. Let g̃ be a Lie algebra with a standard decomposition g̃ = g⊕ a.
Then

∇̃HX = ãd(H)a(X), ∇̃XH = −ãd(H)s(X),

for all H ∈ a, X ∈ g̃. In addition, if {ei} is an orthogonal basis of a and
v, w ∈ g, we have

∇̃wv = − ad(v)sw − 1

2
(adw)∗v +

∑
s

εsg̃(ãd(es)
sv, w)es, v, w ∈ g.

Proof. If we apply (2.2) to ∇̃, we get

∇̃HX = −ãd(X)sH − 1

2
(ãdH)∗X

= −1

2
ãd(X)H − 1

2
ãd(X)∗H − 1

2
ãd(H)∗X = ãd(H)a(X),

∇̃XH = −ãd(H)sX − 1

2
(ãdX)∗H = −ãd(H)sX.

Now observe that ãd(v)∗w = ad(v)∗w +
∑
s εsg̃([v, es], w)es. Therefore,

∇̃wv = −1

2
ãd(v)w − 1

2
ãd(v)∗w − 1

2
ãd(w)∗v

= −1

2
ad(v)w − 1

2
ad(v)∗w − 1

2
ad(w)∗v

− 1

2

∑
s

εsg̃([v, es], w)es −
1

2

∑
s

εsg̃([w, es], v)es

= − ad(v)sw − 1

2
ad(w)∗v

+
1

2

∑
s

εs
(
g̃(ad(es)v, w) + g̃(ad(es)

∗v, w)
)
es. �

We can now prove the following:

Proposition 2.6. Let g̃ be a solvable Lie algebra with a Sasaki pseudo-Rie-
mannian metric g. Then there is no pseudo-Iwasawa decomposition.

Proof. Assume for a contradiction that g̃ = g⊕ a is a pseudo-Iwasawa decom-
position. Then by Lemma 2.5 and Lemma 1.3 we have

0 = ∇̃Hξ = −φ(H), H ∈ a.
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This implies that a is one-dimensional and spanned by ξ. We have

−φX = ∇̃Xξ = −ãd(ξ)X.

However φ is skew-symmetric, while ãd(ξ) is symmetric, giving a contradiction.
�

3. Sasaki structures on rank-one standard Lie algebras

In this section we consider standard decompositions of rank one, meaning
that the abelian factor a is one-dimensional. Accordingly, g̃ will be a solvable
Lie algebra endowed with a standard decomposition goD Span {e0}, with D a
derivation of g and ad e0 = D; we will denote by [ , ] and d the Lie bracket and
exterior derivative on g.

Lemma 3.1. Let g be a nilpotent Lie algebra with a pseudo-Riemannian metric
g, let D be a derivation, and let τ = ±1. Then g̃ = g oD Span {e0} has an
almost contact metric structure (φ, ξ, η, g̃) such that

g̃ = g + τe0 ⊗ e0, ∇̃ξ = −φ
if and only if ξ ∈ g and, writing b = Da(ξ), for all u,w ∈ g

φ(w) =
1

2
(adw)∗(ξ) + τg(b, w)e0, φ(e0) = −b,(3.1)

D(ξ) = 0, (ad ξ)s = 0, (ad b)∗(ξ) = 0,(3.2)

g(w, u) = g(ξ, w)g(ξ, u) + τg(b, w)g(b, u) +
1

4
g((adw)∗ξ, (adu)∗ξ).(3.3)

Proof. Given g̃ = g + τe0 ⊗ e0 and ξ ∈ g̃, define η = ξ[ and φ = −∇̃ξ.
Write

ξ = v + ae0, v ∈ g, a ∈ R.
By Lemma 2.5, we have

∇̃wξ = ∇̃wv + a∇̃we0 = − ad(v)sw − 1

2
(adw)∗v + τ g̃(Ds(w), v)e0 − aDs(w),

∇̃e0ξ = Da(v).

Since φ̃(X) = −∇̃Xξ, we can write

φ(w) = ad(v)sw +
1

2
(adw)∗v − τ g̃(Ds(w), v)e0 + aDs(w),

φ(e0) = −Da(v).

This determines an almost-contact metric structure if and only if φ is skew-
symmetric and

(3.4) g̃(X,Y )− η(X)η(Y ) = g̃(φX, φY ).

The skew-symmetric condition implies

0 = g̃(φ(w), e0) + g̃(φ(e0), w) = −τ2g̃(Ds(w), v)− g̃(Da(v), w) = −g̃(D(v), w)
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for all w in g, giving D(v) = 0. In addition,

0 = g̃(φ(w), u) + g̃(φ(u), w)

= g(ad(v)sw, u) + g(ad(v)su,w) +
1

2
g((adw)∗v, u)

+
1

2
g((adu)∗v, w) + ag(Ds(w), u) + ag(Ds(u), w)

= 2g(ad(v)sw, u) + 2ag(Ds(w), u),

giving ad(v)s + aDs = 0 and

φ(w) =
1

2
(adw)∗(v)− τg(Ds(v), w)e0 =

1

2
(adw)∗(v) + τg(Da(v), w)e0.

Evaluating (3.4) on w, e0 we get

−aτg(v, w) = g̃(w, e0)− η(w)η(e0) = g̃(φ(w), φ(e0))

= g̃(
1

2
(adw)∗(v) + τg(Da(v), w)e0,−Da(v))

= g(
1

2
(adw)∗v + τg(Da(v), w)e0,−Da(v))

= −1

2
g((adw)∗v,Da(v))

= −1

2
g(v, [w,Da(v)] =

1

2
g(w, (adDa(v))∗v).

This holds for all w if and only if (adDa(v))∗v = −2aτv. Since g is nilpo-
tent, the operator adDa(v) and its transpose are nilpotent, so a = 0 and
(adDa(v))∗v = 0. Therefore, ξ = v, b = Da(v) and (ad b)∗v = 0, showing that
φ takes the form (3.1) and ξ satisfies (3.2). Evaluating (3.4) on w, u gives

g(w, u)− g(w, ξ)g(u, ξ) = g̃(φ(w), φ(u))

= g(
1

2
(adw)∗ξ + τg(b, w)e0,

1

2
(adu)∗ξ + τg(b, u)e0)

=
1

4
g((adw)∗ξ, (adu)∗(ξ)) + τg(b, w)g(b, u),

proving (3.3).
Lastly, evaluating (3.4) on e0, e0 we get

τ = g̃(e0, e0)− η(e0)η(e0) = g̃(−b,−b) = g(b, b);

however, this is a redundant condition, for g(b, ξ) = g(Da(ξ), ξ) = 0, so (3.3)
and (3.2) imply g(b, u) = τg(b, b)g(b, u) for all u, which is equivalent to g(b, b) =
τ .

The converse is proved in the same way. �

Now observe that we can write

g((adw)∗(v), u) = g(v, [w, u]) = −dv[(w, u) = −g((wy dv[)], u),
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so (adw)∗(ξ) = −(wy dη)]. Recall that d denotes the Chevalley-Eilenberg
operator on g, not g̃.

Lemma 3.2. Let g be a metric on a Lie algebra g, let Φ be a 2-form. Then

∇xΦ =
1

2
LxΦ− 1

2
(adx)∗Φ +

1

2
αΦ
x ,

where

αΦ
x (u,w) = Φ(ad(u)∗(x), w)− Φ(ad(w)∗(x), u).

Proof. Using (2.2) we have:

∇xΦ(u,w)

= − Φ(∇xu,w)− Φ(u,∇xw)

=
1

2

(
Φ((adx)∗u+(adu)x+(adu)∗x,w)−Φ((adx)∗w+(adw)x+(adw)∗x, u)

)
= − 1

2
(adx)∗Φ(u,w)− 1

2
Φ(Lxu,w) +

1

2
Φ(Lxw, u) +

1

2
αΦ
x (u,w)

= − 1

2
(adx)∗Φ(u,w) +

1

2
LxΦ(u,w) +

1

2
αΦ
x (u,w). �

Proposition 3.3. Let g be a nilpotent Lie algebra with a pseudo-Riemannian
metric g, let D be a derivation and τ = ±1. Then g̃ = g oD Span {e0} has a
Sasaki structure (φ, ξ, η, g̃) such that g̃ = g + τe0 ⊗ e0 if and only if for some
ξ ∈ g, b = Da(ξ), η = ξ[, writing

αx(u,w) = dη(ad(u)∗(x), w)− dη(ad(w)∗(x), u),

the following hold for x, y ∈ g:

D(ξ) = 0, (ad ξ)s = 0, (ad b)∗(ξ) = 0,(3.5)

Da(dη) = 0, Da(b) = −τξ,(3.6)

η ∧ x[ =
1

4
αx −

1

4
(adx)∗(dη) +

1

4
d(Lxη) + τb[ ∧Ds(x)[,(3.7)

Ds(x)y dη + xy db[ + by dx[ + [x, b][ = 0.(3.8)

Then φ is given by

φ(w) =
1

2
(adw)∗(ξ) + τg(b, w)e0, φ(e0) = −b, w ∈ g.

Proof. Suppose (φ, ξ, η, g̃) is a Sasaki structure as in the hypothesis. Since

Sasaki structures satisfy ∇̃Xξ = −φ(X), by Lemma 3.1 equations (3.1), (3.2),
(3.3) hold. By Proposition 1.4, the Sasaki condition implies

(3.9) η ∧X[ = ∇̃XΦ.

We have

Φ(u,w) = g̃(u, φ(w)) =
1

2
g(u, (adw)∗(ξ)) = −1

2
g([u,w], ξ),
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Φ(e0, w) = g̃(e0, φ(w)) = g(b, w).

Thus, (3.9) for X = e0 implies

0 = (∇̃e0Φ)(u,w)

= −Φ(∇̃e0u,w)− Φ(u, ∇̃e0w)

= −Φ(Da(u), w)− Φ(u,Da(w))

=
1

2
g([Da(u), w], ξ) +

1

2
g([u,Da(w)], ξ)

= −1

2
dη(Da(u), w)− 1

2
dη(u,Da(w))

=
1

2
(Dadη)(u,w).

Similarly,

−τg(w, ξ) = (∇̃e0Φ)(e0, w) = −Φ(e0, ∇̃e0w)

= −Φ(e0, D
a(w)) = −g(b,Da(w)) = g(Da(b), w),

i.e., Da(b) = −τξ.
Then, (3.9) for X = x ∈ g gives

g(u, ξ)g(x,w)− g(x, u)g(ξ, w)

= (∇̃xΦ)(u,w) = −Φ(∇̃xu,w)− Φ(u, ∇̃xw)

= Φ(ad(u)s(x) +
1

2
(adx)∗(u)− τg(Ds(u), x)e0, w)

− Φ(ad(w)s(x) +
1

2
(adx)∗(w)− τg(Ds(w), x)e0, u)

= − 1

2
g

(
[ad(u)s(x) +

1

2
(adx)∗(u), w]− [ad(w)s(x) +

1

2
(adx)∗(w), u], ξ

)
− τg(b, w)g(Ds(x), u) + τg(b, u)g(Ds(x), w)

= − 1

4
g

([
[u, x] + (adu)∗x+ (adx)∗u,w

]
−
[
[w, x] + (adw)∗x+ (adx)∗w, u

]
, ξ

)
+ τ(b[ ∧Ds(x)[)(u,w)

= − 1

4
g

([
(adu)∗x+ (adx)∗u,w

]
−
[
(adw)∗x+ (adx)∗w, u

]
+ [[u,w], x], ξ

)
+ τ(b[ ∧Ds(x)[)(u,w)

=
1

4
dη(ad(u)∗x+ (adx)∗u,w)− 1

4
dη(ad(w)∗x+ (adx)∗w, u)
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− 1

4
dη(x, [u,w]) + τ(b[ ∧Ds(x)[)(u,w)

=
1

4
αx(u,w)− 1

4
(adx)∗(dη)(u,w) +

1

4
d(Lxη)(u,w) + τ(b[ ∧Ds(x)[)(u,w)

so

η ∧ x[ =
1

4
αx −

1

4
(adx)∗(dη) +

1

4
d(Lxη) + τ(b[ ∧Ds(x)[).

Finally,

0 = (∇̃xΦ)(e0, w) = −Φ(∇̃xe0, w)− Φ(e0, ∇̃xw) = Φ(Ds(x), w)− Φ(e0,∇xw)

=
1

2
g([w,Ds(x)], ξ)− g(b,∇xw)

=
1

2
g(Ds(x), (adw)∗(ξ)) + g(b, ad(w)s(x) +

1

2
(adx)∗(w))

= −1

2
dη(w,Ds(x)) +

1

2
g
(
b, ad(w)(x) + (adw)∗(x) + (adx)∗(w)

)
.

Equivalently,

0 = −dη(w,Ds(x)) + g(b, ad(w)(x) + (adw)∗(x) + (adx)∗(w))

= −dη(w,Ds(x)) + db[(x,w) + dx[(b, w) + g([x, b], w)

= (Ds(x)y dη + xy db[ + by dx[ + [x, b][)(w).

Conversely, define (φ, ξ, η, g̃) as in the statement, and assume that (3.5)–(3.8)
hold. Since ad ξ is antisymmetric,

ad ξ = −(ad ξ)∗, ξy dη = −(ad ξ)∗(ξ)[ = (ad ξ)(ξ)[ = 0.

Evaluating (3.7) on u, ξ, one obtains

g(u, ξ)g(x, ξ)− g(x, u)

=
1

4
dη(ad(u)∗x+ (adx)∗u, ξ)− 1

4
dη(ad(ξ)∗x+ (adx)∗ξ, u)

− 1

4
dη(x, [u, ξ]) + τ(b[ ∧Ds(x)[)(u, ξ)

= −1

4
dη(−[ξ, x], u)− 1

4
dη(x, [u, ξ])

− 1

4
dη((adx)∗ξ, u) + τg(b, u)g(Ds(x), ξ)

= −1

4
η([ξ, [u, ξ]]) +

1

4
(uy dη)((adx)∗ξ) + τg(b, u)g(x,Dsξ)

= −1

4
g((adu)∗ξ, (adx)∗ξ)− τg(b, u)g(x, b),

which is equivalent to (3.3). Since (3.5) is assumed to hold and φ is defined
so as to satisfy (3.1), Lemma 3.1 implies that (φ, ξ, η, g̃) is an almost contact
metric structure. In order to prove that it is Sasaki, one only needs to verify
that (3.9) holds, which follows from the computations above. �
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Remark 3.4. The 2-form αx of Proposition 3.3 corresponds to the 2-form αΦ
x

of Lemma 3.2 with Φ equal to dη.

Remark 3.5. Using Lemma 3.2, we see that (3.7) can be rewritten as

(3.10) η ∧ x[ =
1

2
∇xdη + τb[ ∧Ds(x)[.

Using equation (2.2), we can read condition (3.8) as:

Ds(x)y dη = ∇xb.

Remark 3.6. It is well known that on a Sasaki Lie algebra g̃ the center is
contained in Span {ξ}; indeed, any element of the center satisfies vy dη = 0, so
it is a multiple of ξ.

If g̃ has nontrivial center, then z(g̃) = Span {ξ} and the quotient ǧ =
g/Span {ξ} has an induced pseudo-Kähler structure (ĝ, J, ω) by Proposition 1.5.

Remark 3.7. The equations of Proposition 3.3 simplify if we assume that the
center is nontrivial, because then ad ξ = 0. However, the center may be trivial
on a Sasaki Lie algebra, see e.g. Example 2.1. It is noteworthy that Example 2.1
is isometric to a standard Lie algebra with nontrivial center (see Example 2.4).

4. z-Standard Sasaki structures

In this section we study the particular case where the vector b of Propo-
sition 3.3 is central in g. More precisely, we say that a Sasaki structure
(φ̃, ξ̃, η̃, g̃) on a Lie algebra g̃ is z-standard if there is a standard decomposition
g̃ = g oD Span {e0} with b = −φ(e0) in the center of g and g̃ = g + τe0 ⊗ e0,
with τ = ±1.

We will start by giving a geometric interpretation of this condition; to that
end, we will need to recall a well-known construction. Let g̃ be a Lie algebra
with a Sasaki structure (ξ̃, η̃, g̃, φ̃). Let X be a nonzero vector in g̃. The
associated, left-invariant Sasaki structure on the connected, simply connected
group G̃ with Lie algebra g̃ is invariant under the left action of the group
{exp tX}. The fundamental vector field X∗ is defined by

X∗g =
d

dt
(exp tX)g,

so identifying TgG̃ with g̃ by left-translation we get

Lg−1∗X
∗
g =

d

dt
g−1(exp tX)g = Ad(g−1)X.

The moment map µ : G̃→ R is by definition

µ(g) = η(Ad(g−1)X).

Therefore,

dµg(Lg∗v) =
d

dt
|t=0µ(g exp tv)
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=
d

dt
|t=0η(Ad(exp−tv) Ad(g−1)X) = −η([v,Ad(g−1)X]).

Now if µ(g) = 0, Ad(g−1)X ∈ ker η. This implies that Ad(g−1)Xy dη is
nonzero, i.e., there is some v such that η([v,Ad(g−1)X]) 6= 0. Thus, 0 is a
regular value and µ−1(0) is a hypersurface.

Since X∗ is nowhere zero, the action of {exp tX} is well defined on µ−1(0).
Therefore, the quotient

G̃//{exp tX} = µ−1(0)/{exp tX}

is well defined (locally), and it has an induced Sasaki structure.
z-standard Sasaki structures can be characterized as follows:

Lemma 4.1. Let g̃ be a Lie algebra with a Sasaki structure (φ, ξ, η, g̃). The
following are equivalent:

(i) there is a standard decomposition g̃ = goD Span {e0} with φ(e0) in the
center of g;

(ii) g̃ contains a vector X with g̃(X,X) 6= 0 such that its centralizer z(X)
is a nilpotent ideal of codimension one;

(iii) the simply connected Lie group G̃ with Lie algebra g̃ has a one-para-
meter subgroup {exp tX} such that
• g̃(X,X) 6= 0;
• the zero set of the moment map is a normal nilpotent subgroup G;

and
• {exp tX} commutes with G.

Proof. If (i) holds, observe that e0 is not a multiple of ξ by Proposition 3.3;
thus, X = −φ(e0) has centralizer equal to g. This implies (ii).

Now assume that (ii) holds; then g̃ is solvable, as it contains a codimension
one nilpotent ideal. The zero level set of the moment map {g | η(Ad(g−1)X) =
0} is the connected subgroup with Lie algebra z(X), giving (iii).

Finally, suppose that (iii) holds. Since µ−1(0) is a normal nilpotent sub-
group, its Lie algebra is the nilpotent ideal

g = kerXy dη.

In addition, µ−1(0) contains the identity, so η(X) = 0. This implies that g
has codimension one. By construction, e0 = φ(X) is orthogonal to g. Since X
is not lightlike, the restriction of the metric to g is definite; hence we have a
standard decomposition g̃ = g o Span {e0}. By construction, φ(e0) = −X, so
it is central in g, giving (i). �

Given a z-standard Sasaki structure, Lemma 4.1 implies that {exp tX} is
central in G, so the right action of {exp tX} preserves the Sasaki structure
and the quotient G/ exp{tX} is a Lie group with Lie algebra z(X)/ Span {X},
which is Sasaki by construction. Conversely, we can express z(X) as a central
extension of X, and then express g as a standard extension of z(X).



PSEUDO-RIEMANNIAN SASAKI SOLVMANIFOLDS 129

Example 4.2. In Example 2.4, {exp te2} satisfies the conditions of Lemma 4.1;
the three-dimensional quotient in this case is the Heisenberg algebra, with its
Sasaki structure.

In the language of Proposition 3.3, we can express this as follows:

Corollary 4.3. Let g be a nilpotent Lie algebra with a pseudo-Riemannian
metric g, D a derivation and τ = ±1. Assume g̃ = g oD Span {e0} has a
z-standard Sasaki structure (φ, ξ, η, g̃). Then the following hold for x ∈ g:

D(ξ) = 0, D(b) = −2τξ + hb, h ∈ R, b, ξ ∈ z(g),

Da(dη) = 0, D(dη) = 2db[,

η ∧ x[ =
1

2
∇xdη + τb[ ∧Ds(x)[,

dη(Ds(x), y) = dη(x,Ds(y)).

Furthermore, φ is given by

φ(w) =
1

2
(adw)∗(ξ) + τg(b, w)e0, φ(e0) = −b, w ∈ g.

In addition, g/ Span {b} has a Sasaki structure (φ̌, ξ̌, η̌, ǧ) induced by the iden-

tification Span {e0, b}⊥ ∼= g/ Span {b} ; at the level of the corresponding Lie
groups, this amounts to taking the Sasaki reduction by the left action of the
one-parameter subgroup {exp tb}.

Proof. We specialize Proposition 3.3 with b = −φ(e0) central. Then (ad b)∗

and by dx[ are zero. In particular, from (3.8), we get

(4.1) Ds(x)y dη + xy db[ = 0.

For x=b, this implies Ds(b)y dη = 0. Since dη is nondegenerate on Span {b, ξ}⊥,
this implies that Ds(b) ∈ Span {b, ξ}. Furthermore, we have

g(Ds(b), ξ) = g(b,Ds(ξ)) = g(b,−b) = −τ,

so Ds(b) = −τξ + hb for some real constant h. Therefore,

D(b) = −2τξ + hb.

Since D is a derivation, we have

0 = D[b, x] = [D(b), x] + [b,D(x)] = −2τ [ξ, x].

Therefore ξ is in the center of g.
By (3.6), Da(dη) = 0, so we observe that

Dsdη(x, y) = Ddη(x, y) = −dη(Dx, y)− dη(x,Dy)

= η([Dx, y] + [x,Dy]) = η(D[x, y])

= −2g(b, [x, y]) = 2db[(x, y).
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Therefore, D(dη) = 2db[ and (4.1) becomes equivalent to

0 = dη(Ds(x), y) +
1

2
(Dsdη)(x, y) =

1

2

(
dη(Ds(x), y)− dη(x,Ds(y))

)
.

For the last part, observe that g is the centralizer of b in g̃, and apply the
observation before the statement. The fact that (φ̌, ξ̌, η̌, ǧ) is Sasaki can be
seen from η ∧ x[ = 1

2∇̌xdη. �

We can describe the situation of Corollary 4.3 in terms of the Kähler quotient
as follows:

Corollary 4.4. Let g be a nilpotent Lie algebra with a pseudo-Riemannian
metric g, D a derivation and τ = ±1. Assume g̃ = g oD Span {e0} has a z-
standard Sasaki structure (φ, ξ, η, g̃). Then ξ is central in g and there is h ∈ R
such that

(1) g(ξ, ξ) = 1, g(b, b) = τ , g(b, ξ) = 0;
(2) the quotient ǧ = g/ Span {b, ξ} has a pseudo-Kähler structure (ǧ, J, ω)

with (g, g) → (ǧ, ǧ) a Riemannian submersion, ω = 1
2dη and Ď(ω) =

db[;

(3) relative to the splitting Span {b, ξ}⊥⊕Span {b}⊕Span {ξ}, D takes the
form

D =

Ď 0 0
0 h 0
0 −2τ 0

 ;

• [J, Ď] = 0;
• Ď is a derivation and [Ďs, Ďa] = hĎs − 2(Ďs)2.

Proof. Define b = φ(e0), hence g(ξ, ξ) = 1 by definition of Sasaki and

g(b, ξ) = g̃(b, ξ) = −g̃(e0, φ(ξ)) = 0, g(b, b) = g̃(e0, e0) = τ

give the first condition.
Let ǧ = g/Span {b, ξ}. Then arguing as in Proposition 1.5 we see that ∇̌dη

is the projection of ∇dη; projecting the equation (3.10), we see that dη is ∇̌-
parallel. Furthermore, for x orthogonal to b, ξ, we get by taking the interior
product of (3.10) with ξ that

x[ =
1

2
ξy∇xdη − g(Ds(x), ξ)τb[ =

1

2
ξy∇xdη;

using Lemma 3.2, we get

(4.2) x[ =
1

4
ξy (αx − (adx)∗dη + Lxdη) =

1

4
(adx)∗ξy dη.

This implies that dη is nondegenerate. Now set

J(x) = −1

2
(xy dη)].
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Then in Span {b, ξ}⊥ equation (4.2) reads

x[ = −1

4
(xy dη)]y dη =

1

2
J(x)y dη = −

(
J ◦ J(x)

)[
= −

(
J2(x)

)[
;

therefore, J is an almost complex structure, and (ǧ, J, dη) is a pseudo-Kähler
structure. In particular, we can write

dη(x, y) = 2g(x, Jy).

Now from Corollary 4.3 write

dη(Ds(x), y) = dη(x,Ds(y))

as
g(JDs(x), y) = g(Jx,Ds(y)) = −g(x, JDs(y)),

i.e., JDs = −(JDs)∗ = DsJ . In addition, Dadη = 0 can be rewritten as

0 = Dadη(x, y) = dη(Dax, y) + dη(x,Day)

= 2g(Dax, JY ) + 2g(x, JDay) = 2g(x, [J,Da]y).

This shows that J and D commute.
The Lie bracket on ǧ and the Lie bracket on g are related by

[x, y] = [x, y]ǧ − τdb[(x, y)b− dη(x, y)ξ;

b, ξ are in the center for g. Relative to the splitting Span {b, ξ}⊥ ⊕ Span {b} ⊕
Span {ξ}, D takes the form

(4.3) D =

Ď 0 0
0 h 0
0 −2τ 0

 .

A linear map D of the form (4.3) automatically satisfies D[x, y] = [Dx, y] +
[x,Dy] when x lies in Span {b, ξ}; therefore, D is a derivation if and only if for

x, y in Span {b, ξ}⊥ one has

0 = D[x, y]− [Dx, y]− [x,Dy] = Ď[x, y]ǧ − τdb[(x, y)(hb− 2τξ)

− [Ďx, y]ǧ + τdb[(Ďx, y)b+ dη(Ďx, y)ξ

− [x, Ďy]ǧ + τdb[(x, Ďy)b+ dη(x, Ďy)ξ.

Thus, D is a derivation if and only if Ď is a derivation of ǧ and

hdb[(x, y) = db[(Ďx, y) + db[(x, Ďy),

−2db[(x, y) = dη(Ďx, y) + dη(x, Ďy),

where the latter is again 2db[ = Ďdη.
Then using [J,D] = 0,

db[(x, y) = −1

2
Ďdη(x, y) =

1

2
dη(Ďx, y) +

1

2
dη(x, Ďy)

= g(Ďx, Jy) + g(x, JĎy) = g(x, (Ď∗J + JĎ)y)
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= g(x, (ĎsJ − ĎaJ + JĎ)y) = 2g(x, ĎsJy).

Thus

2hg(x, ĎsJy) = hdb[(x, y) = db[(Ďx, y) + db[(x, Ďy)

= 2g(Ďx, ĎsJy) + 2g(x, ĎsJĎy)

= 2g(x, (Ďs − Ďa)ĎsJy) + 2g(x, ĎsĎJy).

Therefore,

hĎsJ = (Ďs − Ďa)ĎsJ + ĎsĎJ = 2(Ďs)2J + [Ďs, Ďa]J,

i.e.,

hĎs − 2(Ďs)2 = [Ďs, Ďa]. �

In the situation of Corollary 4.4, we will say that the pseudo-Kähler Lie
algebra ǧ is the Kähler reduction of the z-standard Sasaki structure of g̃. Notice
that ǧ is indeed a Kähler reduction in the sense of symplectic geometry, arising
from the action of {exp tb} on the pseudo-Kähler nilmanifold g̃/ Span {ξ}.

Example 4.5. In Example 2.4, we have

ǧ = Span {e3, e4} , Ď = I, b = −e2, h = 2, τ = −1,

ω = e34, db[ = de2 = −2e34, dη = 2e34.

Corollary 4.3 has a Kähler analogue, which can be viewed as a consequence
of Corollary 4.4, using the fact that any pseudo-Kähler Lie algebra yields a
Sasaki Lie algebra by taking a central extension. Notice that this construction
only works one way in general, i.e., it is not generally true that a Sasaki Lie
algebra is a central extension of a pseudo-Kähler Lie algebra. This only occurs
when ξ is central, which happens to be true in the situation of Corollary 4.4.

Proposition 4.6. Let g be a nilpotent Lie algebra with a pseudo-Riemannian
metric g, let D be a derivation and τ = ±1. Suppose that g̃ = goD Span {e0}
has a pseudo-Kähler structure (J̃ , g̃, ω̃) such that g̃ = g+τe0⊗e0, with b = −J̃e0

in the center of g. Then

(1) the quotient ǧ = g/ Span {b} has a pseudo-Kähler structure (ǧ, J̌ , ω̌)
with π : (g, g) → (ǧ, ǧ) a Riemannian submersion, π∗ω̌ = ω̃|g and

D(ω) = db[;

(2) relative to the splitting Span {b}⊥ ⊕ Span {b}, D takes the form

D =

(
Ď 0
0 h

)
;

(3) [J̌ , Ď] = 0;
(4) Ď is a derivation and [Ďs, Ďa] = hĎs − 2(Ďs)2.
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Proof. Write ǧ = Span {b}⊥ in g, and let ω be the restriction of ω̃ to ǧ. Then
ω̃ = ω − τb ∧ e0.

Let h = g⊕ Span {ξ} be the central extension of g by the cocycle 2ω, ȟ the

quotient h/ Span {b}, and h̃ the semidirect product hoD′ Span {e0}, where D′

is defined by

D′v = Dv, v ∈ ǧ, D′ξ = 0, D′b = Db− 2τξ.

We can summarize the situation as follows

ȟ = ǧ⊕ Span {ξ} , h = ǧ⊕ Span {b, ξ} , h̃ = ǧ⊕ Span {b, ξ, e0} .

We can view equivalently h̃ as the central extension of g̃ by 2ω̃. In particular,
h̃ has a Sasaki metric (φ̃, ξ, h̃, η̃) induced by the pseudo-Kähler metric of g̃

(see [11]). Explicitly, η̃ is the 1-form on h̃ that vanishes on g̃, with η̃(ξ) = 1, so
that dη = 2ω̃, we have

h̃ = g̃ + η̃ ⊗ η̃, φ̃ = J̃ .

Since b is central in h, we can apply Corollary 4.4. Then (ǧ, J̌ , ω̌) is pseudo-
Kähler, and Ďω = db[,

D′ =

Ď 0 0
0 h 0
0 −2τ 0

 ,

proving (1) and (2). (3) and (4) follow directly from Corollary 4.4. �

5. Construction of z-standard Sasaki structures

In this section we invert the reduction process of Corollary 4.4 and describe a
constructive way of obtaining z-standard Sasaki structures. We also classify z-
standard Sasaki structures of dimension ≤ 7 whose Kähler reduction is abelian.

Proposition 5.1. Let (ǧ, J, ω) be a pseudo-Kähler nilpotent Lie algebra. Let
Ď be a derivation of ǧ, τ = ±1, and g = ǧ⊕ Span {b, ξ} a central extension of
g with a metric of the form:

g(x, y) = ǧ(x, y), g(x, b) = 0 = g(x, ξ),

g(ξ, ξ) = 1, g(b, b) = τ, g(b, ξ) = 0,

where x, y ∈ ǧ. Assume furthermore

• dξ[ = 2ω, where the right-hand-side is implicitly pulled back to g;
• db[ = Ďω, where the right-hand-side is implicitly pulled back to g;
• [J, Ď] = 0;
• [Ďs, Ďa] = hĎs − 2(Ďs)2 for some constant h.

Let g̃ = go Span {e0}, where

[e0, x] = Ďx, [e0, b] = hb− 2τξ, [e0, ξ] = 0.

Then g̃ has a z-standard Sasaki structure (φ, η, ξ, g̃) given by

g̃ = g + τe0 ⊗ e0, φ(x) = J(x) + τg(b, x)e0, φ(e0) = −b, x ∈ g.
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Proof. The fact that D = Ď + τb[ ⊗ (hb− 2τξ) is a derivation is proved as in
Corollary 4.4.

Then we use Proposition 3.3. To prove (3.8), write

db[(y, x) = Ďω(y, x) = −ω(Ďy, x)− ω(y, Ďx)

= −g(Ďy, Jx)− g(y, JĎx) = −g(y, (Ď∗J + JĎ)x)

= −g(y, J(Ď + Ď∗)x) = −2ω(y, Ďsx) = −dη(y, Ďsx);

then Ds(x)y dη + xy db[ = 0, which is equivalent to (3.8) since b is central.
To prove (3.10), notice that projecting this equation to Λ2ǧ simply says that

ω is parallel on ǧ. The interior product with ξ yields (4.2), which holds by
construction. Finally, taking interior product of (3.10) with b and using the
fact that Ds(b) ∈ Span {b, ξ}, we compute

0 =
1

4
by (αx − (adx)∗dη + Lxdη) +Ds(x)[

=
1

4
((adx)∗by dη) +Ds(x)[ =

(1

2
J((adx)∗b) +Ds(x))[.

We also have ad(x)∗b = ad(Ds(x))∗ξ = −2J(Ds(x)). Therefore, this equation
reduces to J2(Ds(x)) = −Ds(x), which is automatically satisfied.

The other hypotheses of Proposition 3.3 are trivially satisfied; therefore, g̃
has a Sasaki structure with

φ(w) =
1

2
(adw)∗ξ + τg(b, w)e0 = −wyω + τ(g, b, w)e0 = Jw + τ(g, b, w)e0.

�

Remark 5.2. It is no loss of generality to assume h ≥ 0; indeed, changing
the sign of Ď, e0, b and h gives the same Sasaki Lie algebra up to isometric
isomorphism.

Remark 5.3. The hypotheses of Proposition 5.1 are preserved if one rescales
both h and Ď. This yields different metrics on g̃, which are however related by
a D-homothety (in particular, they have different curvature).

Accordingly, one can assume that either h = 0 or h = 2 up to D-homothety.
The condition h = 0 implies that tr(Ďs)2 = 0. If ǧ is Riemannian, Ďs is
diagonalizable, so h = 0 implies that Ď is skew-symmetric.

Remark 5.4. One can always reverse the sign of the metric ǧ and the 2-form
ω and obtain a different Sasaki metric on an isomorphic Lie algebra g̃′; the
isomorphism is realized by the mapping b 7→ −b′, ξ 7→ −ξ′.

Let (ǧ0, J0, g0, ω0), (ǧ1, J1, g1, ω1) be pseudo-Kähler Lie algebras, with g1

abelian. Let ρ : ǧ0 → gl(ǧ1) be a representation such that

(5.1) ρ(X)ω1 = 0, [J1, ρ(X)] + [ρ(J0X), J1]J1 = 0.

Then ǧ0 n ǧ1 has an almost Hermitian structure (g, J, ω), with g = g0 + g1,

ω = ω0 + ω1, and J =
(
J1 0
0 J2

)
. It is straightforward to check that ω is closed

and J integrable, i.e., ǧ0 n ǧ1 is pseudo-Kähler. In addition, the projection π1
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on the factor ǧ1 is a derivation, giving a one-parameter family of derivations
Ď = h

2π1 that satisfy the hypotheses of Proposition 5.1. The resulting Sasaki
extension g̃ takes the form

(5.2)
(ǧ0 n ǧ1 ⊕ Span {b, ξ}) o Span {e0} , dξ[ = 2ω, db[ = −hω,

[e0, X0] = 0, [e0, X1] =
h

2
X1, [e0, b] = hb− 2τξ, [e0, ξ] = 0,

where X0 denotes the generic element of ǧ0 and X1 the generic element of ǧ1.

Proposition 5.5. In the hypotheses of Proposition 5.1, if Ďs is a derivation
and [Ďs, Ďa] = 0, we can assume up to isometry that ǧ is a semidirect product
ǧ = ǧ0 nρ ǧ1, where ǧ0, ǧ1 are pseudo-Kähler with ǧ1 abelian, Ď = h

2π1 and g̃
takes the form (5.2).

Proof. Write g̃ = g o Span {e0}, where ad(e0) = Ď + hb∗ ⊗ (hb − 2τξ). Then
define

χ : Span {e0} → Der g, χ(e0) = Ďs + hb∗ ⊗ (hb− 2τξ).

Then χ(e0)s = ad(e0)s and [χ(e0), ad e0] = 0. Thus, the Lie algebra g oχ
Span {e0} is isometric to the Lie algebra g̃ constructed in Proposition 5.1. In
other words, replacing Ď with Ďs gives the same metric g̃ up to isometry. In
addition, Ďω = Ďsω, so db[ is unchanged.

By Proposition 5.1, the minimal polynomial of Ď divides p(t) = ht − 2t2.
Thus Ď is diagonalizable over R, and takes the form(

0 0
0 h

2 I

)
in some basis; since Ď commutes with J , its eigenspaces are J-invariant. Since
it is symmetric, they are orthogonal. Since a diagonalizable derivation defines
a grading, we have ǧ = ǧ0 nρ ǧ1, the Kähler form splits as ω0 + ω1 and

J =

(
J0 0
0 J1

)
.

We have that (ǧ0, J0, ω0) is Kähler, ǧ1 is abelian, and (5.1) holds. �

Corollary 5.6. In the hypotheses of Proposition 5.1, if Ďs is a derivation
and it is diagonalizable over C, then we can assume up to isometry that ǧ is a
semidirect product ǧ = ǧ0nρ ǧ1, where ǧ0, ǧ1 are pseudo-Kähler with ǧ1 abelian,

Ď = h
2π1 and g̃ takes the form (5.2).

Proof. Denote by ǧC the complexification of ǧ, with the scalar product ob-
tained by complexifying the scalar product of ǧ. The complexified endomor-
phisms (Ďs)C : ǧC → ǧC, (Ďa)C : ǧC → ǧC are symmetric and antisymmetric,
respectively. Furthermore, we get

(5.3) [(Ďs)C, (Ďa)C] = h(Ďs)C − 2((Ďs)C)2.
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By hypothesis, there exists an orthonormal basis of eigenvectors of (Ďs)C. Then
(Ďs)C is diagonal in this basis, and (Ďa)C has zero on the diagonal. Therefore,
[(Ďs)C, (Ďa)C] has zero on the diagonal, so (5.3) implies that it vanishes and
we can apply Proposition 5.5. �

In particular, Corollary 5.6 classifies z-standard Sasaki structures that reduce
to an abelian Kähler Lie algebra, as positive-definiteness of the metric implies
that Ďs is automatically a diagonalizable derivation in this case.

The case of indefinite signature is more flexible, as we will see below. Notice
that the signature of a pseudo-Kähler metric is necessarily of the form (2p, 2q).

Theorem 5.7. Let g̃ be a Lie algebra of dimension 5 with a z-standard Sasaki
structure. Then, up to isometry and D-homothety, g̃ is one of

(0, 0, 0,−2e12 − 2τe35, 0),

(0, 0, 2τe12 + 2e35,−2e12 − 2τe35, 0),

(e15, e25, 2τe12 + 2e35,−2e12 − 2τe35, 0),

and the Sasaki structure is given by

g̃ = ±(e1⊗e1+e2⊗e2)+τe3⊗e3+e4⊗e4+τe5⊗e5, ξ = e4, Φ = −e12−τe35.

Proof. The Kähler reduction ǧ is a nilpotent Lie algebra of dimension two,
hence abelian. Assume first that ǧ has positive-definite signature. In some
basis {e1, e2}, we have

ǧ = e1 ⊗ e1 + e2 ⊗ e2, ω = −e12, J = e1 ⊗ e2 − e2 ⊗ e1.

Derivations that commute with J lie in Span {I, J}. In particular, Ďs com-
mutes with Ďa, so Proposition 5.5 implies that up to isometry we can assume
Ď = 0 or Ď = h

2 I.
Up to D-homothety, we can assume that either h = 0 or h = 2.
For h = 0, (5.2) gives

g̃ = (0, 0, 0,−2e12 − 2τe35, 0);

for h = 2, either Ď = 0 and

g̃ = (0, 0, 2τe12 + 2e35,−2e12 − 2τe35, 0),

or Ď = I and

g̃ = (e15, e25, 2τe12 + 2e35,−2e12 − 2τe35, 0).

In either case, the metric is

g̃ = e1 ⊗ e1 + e2 ⊗ e2 + τe3 ⊗ e3 + e4 ⊗ e4 + τe5 ⊗ e5.

Taking into consideration the negative-definite metric on ǧ has the effect of
adding the ± signs, as per Remark 5.4. �
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Notice that the third Lie algebra appearing in Theorem 5.7 is Example 2.4.
We proceed to give a list of the 7-dimensional Lie algebras with a z-standard

Sasaki structure that reduces to an abelian pseudo-Kähler Lie algebra ǧ up to
isometry and D-homothety. This list is given in Table 1, where we write the
diagonal metric g̃ as a line vector with respect to the basis {e1, . . . , e7}, using
the convention that [1]n is a vector of n elements, each equal to 1. For example
[1]4 = (1, 1, 1, 1) and (±[1]4, τ,+1, τ) represents the metric

g̃ = ±(e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 + e4 ⊗ e4) + τe5 ⊗ e5 + e6 ⊗ e6 + τe7 ⊗ e7.

Table 1. 7-dimensional Lie algebras with a z-standard Sasaki
structure that reduces to an abelian pseudo-Kähler Lie algebra
ǧ up to isometry and D-homothety.

n. g̃ Metric g̃

1. 0, 0, 0, 0, 0,−2e12 − 2e34 − 2τe57, 0 (±[1]4, τ,+1, τ)

2. 0, 0, 0, 0, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0 (±[1]4, τ,+1, τ)

3. 0, 0, e37, e47, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0 (±[1]4, τ,+1, τ)

4. e17, e27, e37, e47, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0 (±[1]4, τ,+1, τ)

5. 0, 0, 0, 0, 0,−2e12 + 2e34 − 2τe57, 0 (±[1]2,∓[1]2, τ,+1, τ)

6. 0, 0, 0, 0, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0 (±[1]2,∓[1]2, τ,+1, τ)

7. 0, 0, e37, e47, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0 (±[1]2,∓[1]2, τ,+1, τ)

8. e17, e27, e37, e47, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0 (±[1]2,∓[1]2, τ,+1, τ)

9.

1
2e

17 + 2λe27 − 1
2e

37 − λe47,−2λe17 + 1
2e

27 + λe37 − 1
2e

47,
(±[1]2,∓[1]2, τ,+1, τ)1

2e
17 + λe27 − 1

2e
37,−λe17 + 1

2e
27 − 1

2e
47,

−τe12 + τe14 − τe23 − τe34,−2e12 + 2e34 − 2τe57, 0

10.

1
2e

17 + 2λe27 − 3
2e

37 − λe47,−2λe17 + 1
2e

27 + λe37 − 3
2e

47,
(±[1]2,∓[1]2, τ,+1, τ)− 1

2e
17 + λe27 − 1

2e
37,−λe17 − 1

2e
27 − 1

2e
47,

−τe12 + τe14 − τe23 − τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0

11.

3
2e

17 + 2λe27 + 1
2e

37 − λe47,−2λe17 + 3
2e

27 + λe37 + 1
2e

47,
(±[1]2,∓[1]2, τ,+1, τ)3

2e
17 + λe27 + 1

2e
37,−λe17 + 3

2e
27 + 1

2e
47,

−3τe12 + 3τe14 − τe23 + τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0

Theorem 5.8. Let g̃ be a Lie algebra of dimension 7 with a z-standard Sasaki
structure that reduces to an abelian pseudo-Kähler Lie algebra ǧ. Then, up
to isometry and D-homothety, the metric Lie algebra (g̃, g̃) is one of the Lie
algebras appearing in Table 1 and the Sasaki structure is given by

ξ = (e6)[ = e6, η = e6, 2Φ = dη = de6

with respect to the basis {e1, . . . , e7} of Table 1.

Proof. We first consider the case where ǧ is positive definite, applying Corol-
lary 5.6 and proceeding as in the proof of Theorem 5.7.
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If h = 0, we get

(0, 0, 0, 0, 0,−2e12 − 2e34 − 2τe57, 0);

for h = 2, we have the three possibilities Ď = 0, Ď = e3 ⊗ e3 + e4 ⊗ e4, Ď = I,
corresponding to

(0, 0, 0, 0, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0),

(0, 0, e37, e47, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0),

(e17, e27, e37, e47, 2τe12 + 2τe34 + 2e57,−2e12 − 2e34 − 2τe57, 0).

The negative definite case gives rise to the same Lie algebras, with the restric-
tion of the metric to ǧ of opposite sign.

In the neutral case, we can assume

ǧ = e1 ⊗ e1 + e2 ⊗ e2 − e3 ⊗ e3 − e4 ⊗ e4,

ω = −e12 + e34,

J = e1 ⊗ e2 − e2 ⊗ e1 + e3 ⊗ e4 − e4 ⊗ e3.

If Ďs is diagonalizable, Corollary 5.6 applies and computations as above yield

(0, 0, 0, 0, 0,−2e12 + 2e34 − 2τe57, 0),

(0, 0, 0, 0, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0),

(0, 0, e37, e47, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0),

(e17, e27, e37, e47, 2τe12 − 2τe34 + 2e57,−2e12 + 2e34 − 2τe57, 0).

If Ďs is not diagonalizable, we can exploit the U(1, 1) symmetry preserving the
pseudo-Kähler structure of ǧ. Indeed, a symmetric derivation commuting with
J is effectively an element of iu(1, 1), with U(1, 1) acting on it by the adjoint
action. Write Ďs = tI + Ďs

0, where Ďs
0 is traceless. Then Ďs

0 can therefore be
viewed as an element of isu(1, 1). Now SU(1, 1) is isomorphic to SL(2,R) via
the Cayley isomorphism

(5.4) SL(2,R) 3 g 7→ CgC−1 ∈ SU(1, 1),

where C =
(

1 −i
1 i

)
. The action of SL(2,R) on its Lie algebra is conjugation,

so any nondiagonalizable element of sl(2,R) is in the SL(2,R)-orbit of ( 0 1
0 0 ).

Reading this in su(1, 1) via (5.4) and multiplying by −i, we see that Ďs
0 cor-

responds to the complex matrix
(

1/2 −1/2
1/2 −1/2

)
; writing it as a real matrix, we

obtain

Ďs =

(
(t+ 1

2 )I − 1
2I

1
2I (t− 1

2 )I

)
.
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A derivation Ď that satisfies [D,J ] = 0 and is not diagonalizable takes the
form

Ď =


x λ2 λ5 − 1 −λ6

−λ2 x λ6 λ5 − 1
λ5 λ6 x− 1 λ8

−λ6 λ5 −λ8 x− 1

 .

Now, thanks to Proposition 2.2, we can consider any

Ď′ =


y µ2 µ5 − 1 −µ6

−µ2 y µ6 µ5 − 1
µ5 µ6 y − 1 µ8

−µ6 µ5 −µ8 y − 1


such that [Ď′, Ď] = 0 and Ď′s = Ďs. This yields y = x, µ5 = λ5, µ6 = λ6 and
µ2 − µ8 = λ2 − λ8, hence we can consider Ď to be

Ď =


x λ2 λ5 − 1 −λ6

−λ2 x λ6 λ5 − 1
λ5 λ6 x− 1 0
−λ6 λ5 0 x− 1

 .

Again we distinguish two cases depending on h.
If h = 0, then equation [Ďs, Ďa] = hĎs − 2(Ďs)2 yields

Ď =


1
2 2λ − 1

2 −λ
−2λ 1

2 λ − 1
2

1
2 λ − 1

2 0
−λ 1

2 0 − 1
2

 .

Hence we set dξ[ = −2e12 + 2e34, db[ = −τe12 + τe14 − τe23 − τe34, and the
first Lie algebra extension is

g = (0, 0, 0, 0,−τe12 + τe14 − τe23 − τe34,−2e12 + 2e34),

with metric

(5.5) g = e1 ⊗ e1 + e2 ⊗ e2 − e3 ⊗ e3 − e4 ⊗ e4 + τb[ ⊗ b[ + ξ[ ⊗ ξ[.

The Sasaki extension g̃ = go Span {e0} is determined by

dξ[ = −2e12 + 2e34, db[ = −τe12 + τe14 − τe23 − τe34,

[e0, x] = Ďx, [e0, ξ] = 0, [e0, b] = −2τξ;

hence the Lie algebra is

g̃ = (
1

2
e17 + 2λe27 − 1

2
e37 − λe47,−2λe17 +

1

2
e27 + λe37 − 1

2
e47,

1

2
e17 + λe27 − 1

2
e37,−λe17 +

1

2
e27 − 1

2
e47,

− τe12 + τe14 − τe23 − τe34,−2e12 + 2e34 − 2τe57, 0).
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If h = 2, then equation [Ďs, Ďa] = hĎs − 2(Ďs)2 yields two distinct solutions
for Ď:

Ď1 =


1
2 2λ − 3

2 −λ
−2λ 1

2 λ − 3
2

− 1
2 λ − 1

2 0
−λ − 1

2 0 − 1
2

 or Ď2 =


3
2 2λ 1

2 −λ
−2λ 3

2 λ 1
2

3
2 λ 1

2 0
−λ 3

2 0 1
2

 .

For Ď1 we get db[ = −τe12 + τe14 − τe23 − τe34, hence

g = (0, 0, 0, 0,−τe12 + τe14 − τe23 − τe34,−2e12 + 2e34);

for Ď2 we get db[ = −3τe12 + 3τe14 − τe23 + τe34 and

g = (0, 0, 0, 0,−3τe12 + 3τe14 − τe23 + τe34,−2e12 + 2e34).

In both cases, the metric is given by (5.5). The resulting Lie algebras g̃ corre-
spond to n. 10 and n. 11 in Table 1. �
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Tôhoku Math. J. (2) 15 (1963), 176–181. https://doi.org/10.2748/tmj/1178243844

[12] J. Heber, Noncompact homogeneous Einstein spaces, Invent. Math. 133 (1998), no. 2,

279–352. https://doi.org/10.1007/s002220050247
[13] J. Lauret, Einstein solvmanifolds are standard, Ann. of Math. (2) 172 (2010), no. 3,

1859–1877. https://doi.org/10.4007/annals.2010.172.1859
[14] K. Ogiue, On fiberings of almost contact manifolds, Kodai Mathematical Seminar Re-

ports 17 (1965), no. 1, 53–62. https://doi.org/10.2996/kmj/1138845019

https://doi.org/10.1007/s00031-009-9058-9
https://doi.org/10.1016/j.jpaa.2020.106443
https://doi.org/10.1016/j.jpaa.2020.106443
https://doi.org/10.1007/978-3-030-18152-9
https://doi.org/10.1007/978-3-030-18152-9
https://doi.org/10.1007/s12220-021-00850-7
https://doi.org/10.1007/s12220-021-00850-7
https://doi.org/10.1016/j.geomphys.2021.104433
https://doi.org/10.1016/0370-1573(86)90163-8
https://doi.org/10.1142/S0129167X96000268
https://doi.org/10.1142/S0129167X96000268
https://doi.org/10.2748/tmj/1178243844
https://doi.org/10.1007/s002220050247
https://doi.org/10.4007/annals.2010.172.1859
https://doi.org/10.2996/kmj/1138845019


PSEUDO-RIEMANNIAN SASAKI SOLVMANIFOLDS 141

[15] S. M. Salamon, Complex structures on nilpotent Lie algebras, J. Pure Appl. Algebra

157 (2001), no. 2-3, 311–333. https://doi.org/10.1016/S0022-4049(00)00033-5

[16] S. Sasaki and Y. Hatakeyama, On differentiable manifolds with contact metric struc-
tures, J. Math. Soc. Japan 14 (1962), 249–271. https://doi.org/10.2969/jmsj/

01430249

[17] T. Takahashi, Sasakian manifold with pseudo-Riemannian metric, Tohoku Math. J. (2)

21 (1969), 271–290. https://doi.org/10.2748/tmj/1178242996

[18] M. Walker and R. Penrose, On quadratic first integrals of the geodesic equations for
type {22} spacetimes, Commun. Math. Phys. 18 (1970), no. 4, 265–274, 12. https:

//doi.org/10.1007/BF01649445

Diego Conti

Dipartimento di Matematica e Applicazioni
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