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Abstract 

 
With the expansion of digital communication networks, a considerable number of 
randomization techniques have been invented and implemented to enhance the different data 
transmission algorithms' levels of security. Steganography is among the data transmissions 
techniques used to hide secret data. Nowadays, several randomization techniques have been 
used in steganography to elevate the security of transmitted data. Unfortunately, the majority 
of these techniques lack some simplicity, efficiency, and flexibility, in addition to other 
limitations. This research presents a new randomization technique called Rand-Stego. 
Rand-Stego could be applied/practiced over any steganography technique. It provides 
simplicity and efficiency and elevates the security level. Examples of implementing the 
proposed technique on some steganography algorithms will be explored. The proposed and 
current techniques will be compared. The obtained results show Rand-Stego's superiority in 
terms of efficiency and flexibility when compared to the current techniques. 
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1. Introduction 

With the expansion of digital communication networks, there is increased public demand to 
achieve data transmission privacy and security. One way to maintain this is to perform efficient 
security data transmission processes that eliminate the chances of data leakage or extraction 
through irresponsible actions. 

Steganography is the process of concealing digital secret data in different file formats (e.g. 
images) as a cover media. However, randomly concealing secret data would elevate any 
steganography algorithm's security level [1]. Therefore, several randomization techniques 
have been embedded in steganography algorithms for this purpose. 

A modest steganography algorithm would increase the vulnerability of data to discover, 
extract, and attack. Randomization techniques play an important role in protecting and 
securing data against different types of attacks. However, there are many advantages to 
randomization techniques, such as being rapid and easy to handle different problems, easy 
implementation, and high probability with rapid and optimum output. 
For centuries, encryption and steganographic techniques have been used to secure sensitive 
data. In cryptography, the secret data is changed into vague data, yet the secret information is 
still identifiable. Unlike encryption, steganography is about concealing the sensitive data to 
avoid it being identifiable [2]. 

Different randomization techniques are heavily implemented in encryption and 
steganography. For instance, the randomization features employed in encryption gained 
remarkable attention in web-based applications to prevent SQL injection attacks (SQLIA) 
(which is the most critical vulnerable as described in the top 10 web security issues by the 
Open Web Application Security Project [3], Also, randomization has been used in a concept 
named SQLrand [4] to encrypt SQL keywords. Furthermore, in [5], the randomised encryption 
is described as a procedure that enciphers a message by randomly choosing a ciphertext from 
a set of ciphertexts corresponding to the message under the current encryption key. Also, 
randomization techniques have been employed in the physical layer of the multiuser systems 
in order to improve a stream cipher's security [6]. However, in order to increase the encryption 
techniques' security levels, several approaches for embedding randomization techniques have 
been discussed in published studies that can be easily found on the web. 

In a similar way, randomization has been extensively involved in steganography due to its 
efficiency. Several studies in steganography have been achieved for enhancing data privacy, 
developing, and finding out which modern methods make data transmission more secure [7]. 
Moreover, several authors have influenced the advantages of the randomization technique, 
each having its weaknesses and strengths. Hence, there exist different kinds of randomization 
techniques based on behaviour, such as NUBASI [8], which adds three-layer securities for 
concealing secret messages in a digital image; and Arnold [9], which uses the scrambling 
Arnold technique to scramble the cover image and improve the hidden image's security. There 
are also LDA [10], Henon map [11], and the Knight Tour [12]. Generally, concealing secret 
data using the randomization technique will enhance the steganography security [1], even if 
the attacker recognises the cover media.  

The precision of identifying the required pixels/bits for hiding the secret data in 
steganography is one of the basics of the embedding methods. Moreover, it is not enough to 
identify the current embedded location, but also to determine a sequence of locations. 
Therefore, it is necessary to have an efficient and flexible technique that can be used to 
set/define the complete route of embedded locations. 
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ㅔ The large number of steganography algorithms using randomization techniques 
motivates us to propose a new randomization technique that is more flexible and can subsume 
these and other techniques. This is the instant paper's main contribution. 

This research presents a new technique called Rand-Stego. The efficiency and flexibility 
of Rand-Stego over other randomization techniques are shown as well. Here, the Rand-Stego 
will be applied to one of the noteworthy steganography algorithms. The steganography 
algorithm in [13], which we will call Muh-algo, will be used to apply Rand-Stego. Embedding 
Rand-Stego in Muh-algo will enhance the level of its security without compromising the image 
quality. The results before and after embedding Rand-Stego to Muh-algo will be compared. 
The comparison shows Rand-Stego's superiority in terms of efficiency and flexibility against 
the available techniques. Moreover, the Rand-Stego could be embedded into any 
steganography technique as we will see later. 

2. Background and Related Works 
Image steganography is one of many branches of information security, where secret data can 
be hiding in images such that it cannot be detected by the human visual system (HVS) [14]. 
This technique has extensive research interests because of its superiority over some limitations 
of cryptographic methods which have enormous computational complexity in addition to 
fascinating the attackers’ attention [15]. Therefore, image steganography is applied in many 
useful applications, such as secure mobile computing [16], securing online voting systems, 
captioning and contents protection [17], and secure communication between two 
communicating parties [18]. 

Generally, there are two domains for implementing image steganographic methods: 
frequency and spatial domains [19]. The frequency-domain methods are based on 
manipulating the image's orthogonal transformation which has two components: the 
magnitude which consists of the image’s frequency content and the phase that is used to restore 
the image back into the spatial domain. Therefore, these methods consist of an algorithm plus 
the transformed image. Frequency domain has more flexibility against the attacks on image 
processing, but is computationally complex with limited payload [20], making it inappropriate 
for many real-time applications [21]. On the other hand, spatial domain methods [19] [22] 
work directly with the image's pixels by replacing its least significant bit (LSB) according to 
the embedded sensitive data bits. Thus, the spatial domain algorithms are simpler, faster, more 
powerful, and more resistant to attack [23]. Moreover, it has a large payload that causes slight 
changes to the cover media (image or video); however, it shortages for flexibility against 
statistical attacks [24] [20]. 

The LSB substitution method [19] is one of the spatial domain techniques that is based on 
the RGB (Red Green Blue) colour model. Here, each pixel of the image is replaced with secret 
message bits that are based on a secret key. It starts from one bit per pixel (BPP) of the cover-
image to two or three LSB or even more. The more substituted LSBs there are, the more 
obvious image distortion that is produced [25].  

Accordingly, many attempts to reduce image distortion have been proposed, as in [26] [27]. 
Tsai et al. [28] explored the concept of the pixel relationship, which should be put into account 
when hiding the secret data in the image’s pixels. Otherwise, the visual quality and payload 
will be reduced by affecting the smooth and edgy areas of the input image. Therefore, to 
increase the payload and visual quality, the author of [28] suggests concentrating the data 
hiding at the pixels in the edgy area while reducing them in the pixels of the smooth area. As 
a consequence, many researchers were inspired by this idea and proposed several versions for 
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improving Tsai’s approach, such as that seen in [29] [30]. Also, the visual quality took a place 
of improvement as well. For example, Chang et al. [31] designed a strategy to specify a pixel 
adjustment for embedding data, which in turn Wu et al. [32] has improved using differencing 
of the pixel value. This made Tsai’s approach more suitable for several applications. 

On the other side, embedding encryption or randomization techniques to increase the 
security level in traditional steganography algorithms were not considered. This increased the 
challengers’ chances of extracting data through their successful attacks of data-hiding 
algorithms.  

 An example of easy data extracting steganography algorithms is available in [33]: the 
Sequential Color Cycle (SCC) technique. The SCC has been developed to improve the secret 
data's payload. In SCC the colour channels (RGB) of each pixel, where the secret data will be 
hidden, is cycling frequently for every bit according to a specific pattern, such that one-bit 
LSB, two-bit LSBs, three-bit LSBs, and even up to four-bit LSBs at each RGB colour pixel 
depending on the size of the secret data. Therefore, if one-LSB pattern is applied, then the first 
bit of the secret data is stored in the LSB of the red channel, the second bit in the green channel, 
the third bit in the blue channel, and so on (see Fig. 1, Although, this technique is more secure 
than the original LSB, but detecting the cycling pattern will reveal the secret data. 

 
Fig. 1. In the SCC algorithm, the secret data will be hidden according to a specific pattern, such as  

on-bit LSB, two-bit LSB, or three-bit LSB at each RGB colour pixel. 
 
Therefore, many attempts to improve steganography security using the randomization 
technique have been proposed. For example, a random selection of pixels to embed the 
required message (text) using the LSB substitution have been used in [34]. This method 
generates random numbers using a random function generator, such as K= ((i*2) +1) mod 11, 
where i corresponds to the text-bit position, K corresponds to the pixel position, and mod 11 
might vary depending on the image's size. This method is targeted to improve security since a 
password is embedded in the first column of the arranged pixels matrix. 

Similarly, in [35], a sequence of random pixels is generated uniquely for a particular image 
using a Pixel Locator Sequence (PLS) that acts as a key during the decoding process. The 
pixels can be randomly distributed in PLS using the Modern Fisher-Yates Shuffle. Moreover, 
the location of the data (in the form of pixel numbers) is encrypted/decrypted using Advanced 
Encryption Standard (AES) which provides double encryption for data and its location is 
stored over pixels. 

Also, in [29], the authors added ±1 randomly to each pixel of the input image in order to 
reduce the asymmetric effects in their so-called LSB matching (LSBM) method. However, 
this random addition depends on the data secret bits as well as the cover-image’s pixels. A 
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revisited LSBM (LSBMR) approach suggests an independent interpretation of the image's 
pixels by hiding two bits in a two-pixel pair to minimise the asymmetric effects of the previous 
approaches based on LSB [22]. However, the continuous modifications in any of the channels 
would affect the other channels, which in turn, would produce low-quality stego-images. 

The embedded randomization techniques into steganography algorithms are varied and 
extended. However, an efficient and flexible randomization technique is still required. This 
demand has motivated us to propose a new randomization technique that is more flexible and 
efficient.  The main contribution of this paper is to propose a new randomization technique 
(i.e. our Rand-Stego technique) that absorbs almost all of the existing techniques into one 
technique.  

3. Proposed Work 
The proposed technique (called Rand-Stego) is used for a random selection of pixels (where 
the secret data will be hidden) without affecting the “internal” implementation of the 
steganography algorithm itself. Based on the literature, the majority of steganography 
algorithms are based on the sequential selection order of the pixels, but with different 
concealing techniques inside each pixel. Rand-Stego would improve the security level through 
the random selection of pixels with simple and fewer calculation processes. The Rand-Stego 
could be used with almost every existing steganography algorithm. The problem with hiding 
data without randomization is that, once the user hands over a stego-image, they may discover 
the secret data using stego-analysis techniques [1]. Our Rand-Stego technique could be used 
with any existing steganography algorithm to add a random selection of pixels. This will 
enhance the security level of the original steganography algorithm. 

The Rand-Stego is based on a random key (called the pattern key) of a limited number of 
digits. The pattern key consists of (0s or 1s, The ones (1s) indicate the pixels’ positions where 
the embedding (hiding part of a secret message) will occur. Meanwhile, the zeros (0s) indicate 
where “no hiding” data should occur. The length of the pattern key varies. It is based on your 
need, could be short with two or three digits or a bit more, or could be long with a large number 
of the bits of the secret message. The pattern key could be generated manually or by using 
random functions. Furthermore, as will be shown later, it is easy to either generate the pattern 
of a random-key or track it when extracting the secret message.  

For a small key pattern example, we considered (01) to conceal secret data in an image of 
2x13 pixels (see Fig. 2 below, Where the 1-pixels (gray) indicate to the pixels’ positions where 
the hiding process of secret data will take place (i.e. pixels positions 2, 4, 6, etc), and the 0-
pixels (white) indicate to pixels’ positions where no hiding data should occur (i.e. pixels 
positions 1, 3, 5, etc, This means exploiting 50% of the image payload, as will be discussed 
later. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 0 1 0 1 0 1 0 1 0 1 0 1 0 
2 1 0 1 0 1 0 1 0 1 0 1 0 1 

Fig. 2. The key pattern (01) conceals secret data in 2x13-pixel image. In gray, 1-pixels indicate 
concealment, while 0-pixels (white) indicate non-concealment. 

For an example with a longer key pattern, consider Fig. 3 below which represents the 14x14 
image pixels, and the key pattern (101011011, Here, the length of the key pattern is nine, 
therefore, in the first round, the first nine pixels of the image will be subject to this key pattern. 
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Then the key pattern will repeat itself along till the end of the image pixels. Concealing data 
will be at the pixels corresponding to the ones of the key pattern. The original steganography 
technique will be used to conceal data in the selected pixels. Therefore, the role of Rand-Stego 
will be only organizing where to-hide and where not-to-hide, regardless of the underlying 
steganography technique. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 1 0 1 0 1 1 0 1 1 1 0 1 0 1 
2 1 0 1 1 1 0 1 0 1 1 0 1 1 1 
3 0 1 0 1 1 0 1 1 1 0 1 0 1 1 
4 0 1 1 1 0 1 0 1 1 0 1 1 1 0 
5 1 0 1 1 0 1 1 1 0 1 0 1 1 0 
6 1 1 1 0 1 0 1 1 0 1 1 1 0 1 
7 0 1 1 0 1 1 1 0 1 0 1 1 0 1 
8 1 1 0 1 0 1 1 0 1 1 1 0 1 0 
9 1 1 0 1 1 1 0 1 0 1 1 0 1 1 

10 1 0 1 0 1 1 0 1 1 1 0 1 0 1 
11 1 0 1 1 1 0 1 0 1 1 0 1 1 1 
12 0 1 0 1 1 0 1 1 1 0 1 0 1 1 
13 0 1 1 1 0 1 0 1 1 0 1 1 1 0 
14 1 0 1 1 0 1 1 1 0 1 0 1 1 0 

Fig. 3. This represents an image of 14x14 pixels. Pixels with 1 (gray) indicate the hiding of secret 
data, whereas 0 (white) indicates no hiding data in these pixels. The thick lines indicate the start/end 

of the random key pattern. 

Accordingly, the pattern (1111) would mean to hide the secret message’s bits in every pixel 
of the cover image, having the same effect as the sequential order pixel selection techniques. 
On the other side, the pattern (0000) means no pixels were selected for the concealing process, 
thus there would be no changes to the cover-image at all. Obviously, pattern (0000) has the 
best results of MSE (Mean Square Error) and PSNR (peak signal noise ratio) with zero payload 
capacity but unfortunately, no data will be concealed. Therefore, calculating the payload of 
the cover-image and secret message for each pattern is very important for the success of the 
concealing process in Rand-Stego. Table 1, provides more Rand-Stego pattern examples. 

Table 1. Sample of key pattern and the affected and not affected pixel’s positions (index) 

Key Pattern No-Hiding data  
at Pixels Positions  

Hiding data  
at Pixels Positions 

01 1, 3, 5, … 2, 4, 6, … 
10 2, 4, 6, … 1, 3, 5, … 

0011 1, 2, 5, 6, 9, 10, 13, 14, … 3, 4, 7, 8, 11, 12, 15, 16, … 
0 All  places  NO Places 

0001 1, 2, 3, 5, 6, 7, 9, 10, 11, …  4, 8, 12, 16, 20, … 
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3.1 Rand-Stego Random Key Function 
As mentioned above, the Rand-Stego random key is a pattern that consists of binary digits: 0s 
and 1s, where 1 represents the situation where embedding (hiding) will occur, and 0 represents 
the situation where no hiding of the secret message will occur. The random key—or in short, 
“the key”—should be generated according to the secret message length as well as the payload 
of the selected cover-image. The key may be stored in a text file during the embedding process 
and could be sent separately to the recipient after encrypted for use in the extraction process. 
Thus, the key is a must in order to specify the pixels' position where the secret message is 
hidden for extracted purposes. 

The following pseudocode is only for demonstrating the use of the Rand-Stego key function 
in the LSB technique. This function could be embedded in any stego-algorithm in the data 
hiding/extracting process. The main idea of the code is to read the key bit-by-bit (i.e., number 
by number) from position one till the end of the key. Then, repeat the same process till 
hiding/extracting all of the secret message bits in the cover-image. 

Pseudocode of using Rand-Stego in embedded process: 
 

1_ keyT = fileread ('NewKey.txt');   % reading key from a file 
2_ key = charbits2uint8bits(keyT);   % converting key 
3_ firstlsb = reshape(firstlsb,1,m*n);  % conversion from 2D to 1D. 
4_ KeyPos  = 1; 
5_ KeyPosL = length(key);    % calculating the key length 
6_ NoHide = 0;  
7_ Hide = 0; 
8_ for k = 1 to length(secretMsg)   
9_    if (KeyPos > length(key))  
10_     KeyPos = 1; 
11_   end if 
12_   if (key(KeyPos) == 0 ) 
13_     NoHide = NoHide + 1;    % not to hide data 
14_   else 
15_     Hide = Hide + 1;    % hiding data 
16_     firstlsb(k) = secretMsg(k);   % replacing LSB with data 
17_   end if 
18_   KeyPos = KeyPos + 1;    % moving to next position 
19_ End for 

 
The following will explain the above code: 

Lines 1 to 7 are used to read the key, convert the key to a one-dimensional matrix, and initialise 
the Hide and NoHide counters, respectfully.  

Lines 8, 9, and 10 start the loop over the length of the secret message. The current position 
of the key will be re-set to position one and incremented by one (line 18), then re-set again to 
one when the current position of the key goes beyond its length.  

Lines 12, 13, and 14 will check if the value in the key is zero, where no hiding data should 
occur, and therefore, it will do nothing except increment the NoHide counter by one. Lines 15 
to 19 of the pseudocode will call/invoke the original steganography algorithm. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 1, January 2023                                     127 

Furthermore, the above code can be used in the Embedding and Extracting process. The 
only difference in extracting the hidden data is to call the extract procedure of the original 
steganography algorithm instead of the hiding procedure according to the key. 

4. Rand-Stego Implementation. 
Randomization techniques including our proposed technique have many usages besides 
steganography, for example, in science, art, statistics, cryptography, gaming, gambling, and 
other engineering fields. For instance, it helps video games such as video poker [36]. In 
engineering, randomization techniques are also commonly used in computer simulations (such 
as real-life phenomena [37]). 

However, in cybersecurity, the success of many cyberattacks relies on the hacker's ability 
to know or guess the position of the encrypted/concealed data. With Rand-Stego, we are able 
to give unpredictable (i.e., increasing unpredictability) positions of the concealed data, 
increasing the difficulty of attack. 

In order to show the applicability and advantages of implementing Rand-Stego over 
steganography techniques, the current techniques will be categorized into two types, Type-1 
and Type-2. Type-1 will represent the currently existing steganography techniques which 
already have an embedded randomization technique, whereas Type-2 are the ones that do not 
use any randomization technique. Next, some examples will be provided to show how 
Rand-Stego can be implemented for both types. 

4.1 Rand-Stego Implementation on Type-1 
This section will briefly show how implementing Rand-Stego would enhance the security level 
of some existing steganography techniques in a simple way. Below are two examples of using 
Rand-Stego for Type-1, the steganography which includes another randomization method. 
However, Rand-Stego could cover nearly all existing steganographic methods. 

For the first example of implementing Rand-Stego let us consider the technique of [34], 
which is mentioned above in section 2. As described before, this technique is based on the 
LSB substitution method with one difference: the selection of the pixels’ positions for 
concealing secret data that is randomly generated. The generating of these random pixels’ 
numbers are based on a Random Function Generator (RFG) (i.e. K= ((i*2) +1) mod 11, Here, 
two options are available to embed Rand-Stego into this technique. The first option is to 
completely replace the RFG with Rand-Stego thereby providing more flexibility and 
simplicity as previously described. The second option is to map the RFG-generated random 
pixels into the Rand-Stego key pattern. For example, if RFG generates the following random 
numbers (5, 9, 4, 10, and 7) which indicate the position of the pixels where hiding data will 
occur. Here, the corresponding key pattern of the Rand-Stego will be (0001101011), which 
matches the RFG random key (5, 9, 4, 10, and 7), see Fig. 4. This mapping would ease the 
embedding/extracting of the secret messages at [34]. 

1 2 3 4 5 6 7 8 9 10 … 

0 0 0 1 1 0 1 0 1 1 … 

Fig. 4. An example of mapping the RFG-generated random numbers (e.g. 5, 9, 4, 10, and 7) to the 
Rand-Stego key pattern (0001101011). 
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For the second example of implementing Rand-Stego, consider a recent algorithm described 
in [38]. In their article, Kordova and Zhelezov presented a brand-new steganography approach 
for hiding confidential data in colored images by combining a steganography technique with 
cryptography in two stages. In the first stage, the secret message has to be encrypted using the 
XOR operation. In the second stage, the encrypted message's bits are concealed by the pixels' 
bits of the cover image. Here, the selection of pixels is made randomly, based on a pseudo-
random generator (PRG, The proposed Rand-Stego does not change the internal design of any 
steganography techniques, such as how the secret bits will be hidden or which channels/bits 
of the pixels to use in the cover image. Instead, our technique would provide a simple method 
of picking pixels randomly to conceal sensitive data or could serve as a multi-purpose 
randomization technique. 

The Rand-Stego contribution to the [38] technique does not take place at the encryption 
stage, but at the second stage, where it might enhance or replace PRG's method of selecting 
pixels. According to [39], the PRG technique suffers from a range of issues, such as the 
correlation of successive values and improper implementation. Therefore, replacing their PRG 
method with our Rand-Stego would be the most appropriate choice, since Rand-Stego is 
simple to implement and tracks the selected pixels when the extraction process proceeds. Or, 
simply, the generated random numbers from the PRG method can be mapped onto the 
Rand-Stego key. 

4.2 Rand-Stego Implementation on Type-2 
This section describes how the Rand-Stego technique could be applied to existing 
steganography techniques of Type-2 (which do not incorporate randomization techniques) to 
demonstrate its efficacy in improving security. 

Now, let us consider the findings in [33], which is mentioned in the related work section 
above. The security level of the Sequential Color Cycle (SCC) technique, is considered a 
shortcoming because it uses a sequential order of pixels when hiding the secret data. This 
obviously increases the attacker's chances to extract these secret data. 

If we embedded Rand-Stego into SCC, it would elevate the SCC security level in a simple 
way. Regardless of the SCC used pattern (one LSB, two LSBs, or three LSBs), let us assume 
that the Rand-Stego key pattern (101) has been applied to SCC. Here, the selected pixels for 
concealing data using SCC are not in sequential order any more. In another word, the SCC 
technique will not be applied on each pixel, sequentially, as it is done before, rather it will be 
applied based on the Rand-Stego key pattern only. 

As '1' comes at the first position of the key pattern, then the first bit of the secret message 
will hide at the first pixel of the cover-image while '0', as the second position of the pattern, 
means no data should be hidden in the second pixel. The third pixel will hide data since '1' is 
in the third position of the key, and so on as the pattern 101 continued to apply along the secret 
message's length (see Fig. 5, This will make detecting/revealing the secret data harder for the 
attacker.  

In Fig. 5, a description of the Rand-Stego key pattern (101) applied to SCC. Regardless of 
the SCC-used pattern, pixel 1 (gray) will contain some bits of the hidden data, pixel 2 (white) 
will not have any hidden data, and pixel 3 will hide some secret bits. Then, pattern (101) will 
be applied again and again starting from pixels 4, 7, 10, and so on as long as the secret message 
is not concealed completely. 
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Pixel 1 Pixel 2 Pixel 3 Pixel 4 Pixel 5 Pixel 6 Pixel 7 Pixel 8 Pixel 9 Pixel 10 
… R G B R G B R G B R G B R G B R G B R G B R G B R G B R G B 

                              

Fig. 5. Applying Rand-Stego using pattern (101) in SCC 

In the second example of applying Rand-Stego, we have applied our technique on [40]: Highly 
randomized image steganography using secret keys. In [40] two secret keys to randomise the 
hiding process of data bits. This approach uses the red, green, and blue channels of each pixel. 
It performs some calculations to hide the secret data bits in random positions at each channel. 
In their approach, although the mechanism of hiding the data bits seems to provide a good 
level of security, their selection of pixels, where to conceal data, is still in sequential order as 
well. Thus, practicing the Rand-Stego would elevate their security level. In this practice, the 
selected pixels will be random based on the key pattern of the Rand-Stego rather than in 
sequential order. Technically, to implement Rand-Stego in this approach, all you need is to 
change the invoke statement of Rand-Stego Random Key Function in Section 3.1 line 16 to 
the name of this approach. 
 
The final example of implementing the Rand-Stego technique will be within the algorithm of 
Muhammed et al.'s [13]. This algorithm has been selected since it is one of the most notable 
studies in image steganography [41]. 

 This algorithm will be called Muh-algo now and onward. Muhammed et al. [13] proposed 
a secure framework to tackle the problem of securing sensitive content transmission. Their 
algorithm uses an imperceptible adaptive LSB substitution framework based on uncorrelated 
colour space (UCS) which proved its efficiency in processing, de-correlation, the better quality 
of Stego-Image, and suitability for steganography through many experiments. Furthermore, 
Muh-algo gives a good balance between image quality and security.  

As we will show later, the security and quality of Muh-algo will be enhanced by 
implementing Rand-Stego. Therefore, in the following subsections, Muh-algo will be 
described first followed by the positive effect of applying (implementing) the Rand-Stego 
technique. 

Muh-algo (Muhammad Techniques) 
Muh-algo is based on converting the RGB colour images into an HSI (Hue, Saturation, and 
Intensity) colour model, where the concealing process of the secret message will take place in 
the LSB of its I-Plane. Then the HSI image is converted back, again, into the RGB colour 
model as a final stego-image. 

It is worth mentioning here that the HSI colour model represents colour as three 
components: hue (H), saturation (S), intensity (I, It is very important and attractive for image 
processing applications because it represents the colours in the way that the human eye senses 
them. Whereas, the RGB colour model represents the primary colours (red, green, and blue) 
that are added together in various ways to reproduce a wide array of colours. 

The authors of Muh-algo have selected the HSI colour space, rather than the RGB one, for 
hiding secret messages for several reasons, including the fact that the image processing of the 
RGB colour scheme is relatively difficult, time-consuming, and ineffective when handling real 
photos. Whereas, HSI can be used simply for processing, programming, and manipulating [13]. 

The flowcharts of the embedding (hiding) and extraction processes of Muh-algo can be 
seen in Fig. 6, a and b, respectively, below. 
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(a) 

 
 
 
 

(b) 
 

Fig. 6. (a) embedding and (b) extraction processes flowcharts of Muh-algo. 

Accordingly, in Fig. 7, a sequence of images a – h are shown below to demonstrate concealing 
(embedding) secret data using the Muh-algo technique. 

 
(a) RGB cover-image 

 
(b) Convert RGB into HSI Image 

 
(c) The H Plane 

 
(d) The S Plane 

 
(e) The I Plane 
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(f) The I Plane after embedding 

 
(g) Stego image in HSI format 

 
(h) RGB stego image 

Fig. 7. a sequence of images a – h that demonstrates the concealing secret data using the Muh-algo  
 

Implementing Rand-Stego in Muh-algo 
This section will apply Rand-Stego to Muh-algo. Moreover, the Rand-Stego algorithm as a 
Pseudocode of producing a random key of selected pixels (where concealing the secret 
message will take place) will be provided. It is worth mentioning here that this is the key point 
that distinguishes Rand-Stego from Muh-algo (i.e., the Rand-Stego technique hides the secret 
data at randomly selected pixels whereas Muh-algo hides data in sequential order of pixels, 
The performance of Rand-Stego will be evaluated through payload capacity, PSNR, and MSE 
on several cover-images.  
 
The main steps of implementing Rand-Stego into Muh-algo are: 

 
1. Selecting RGB cover-image and the secret message. 
2. Converting the RGB cover-image into a HSI colour model.  
3. Separating the I-Plane from the HSI cover-image. 
4. Generating a random key to hide the secret message.  
5. Transforming the secret message into the 1-D array of bits. 
6. Replacing the LSB of the I-Plane of the selected (based on the 

random key) pixel by the bits of the secret message. Repeat this 
process until all bits of the secret message are replaced.  

7. Converting the HSI stego-image into RGB stego-image using 
different formulas. The RGB stego-image can be evaluated by MSE 
and PSNR. 

 
The main difference is in step 6 which will be detailed in the following subsection.  

As mentioned above, the Rand-Stego technique can be used in any steganography technique. 
Therefore, the main steps of Embedding and Extracting Rand-Stego procedures on Muh-algo 
will be described below. The main changes of both procedures are underlined in steps 6 5, 
respectively.  

• Embedding Rand-Stego into Muh-algo concealing steps 

1. Select the RGB cover-image.  
2. Convert the RGB image into the HSI colour model. 
3. Generate the Random Key position.  
4. Convert the secret message into 1-D array of bits.  
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5. Select a pixel from the I-Plane.  
6. Replace random bit with secret bit according to the key.   
7. Repeat step 6 until all of the secret bits are encoded in the I-Plane pixels.  
8. Convert the HSI image model into the RGB colour space.  
9. Write the stego-image. 

 
• Embedding Rand-Stego into Muh-algo extraction steps 

1. Select the RGB stego-image.  
2. Convert the RGB image into the HSI colour model.  
3. Separate the I-plane from the HSI.  
4. Extract the LSB of the current pixel from the I-Plane of the HSI stego-image.  
5. Repeat step 4 until all of the secret bits are extracted according to the random key 

positions.  
6. Converting the secret bits into the secret message. 

• Preliminaries 
A set of 25 cover-images, each in jpg format and 481x321 pixels, were collected from different 
sources (e.g. Berkeley segmentation dataset) as shown in the Appendix, Table A. The 
MATLAB R2015b was used for concealing and extracting the secret message. In the 
concealing process, the jpg image format will be used, which will generate a stego-image in 
tiff format for the extraction process. The mean square error (MSE) and the peak signal noise 
ratio (PSNR) tests are used to find the differences (changes) of the cover-image before and 
after implementing the Rand-Stego. Essentially, the MSE represents the cumulative squared 
error between the generated and original images, and is considered a controlling and quality 
accepted measure, whereas PSNR represents a measure of the peak error which is a reliable 
quality metric [42]. The PSNR in the logarithmic function over the MSE using some of metrics 
of the image.  

The Muh-algo before and after implementing Rand-Stego will be subject to the MSE and 
PSNR tests. In other words, Muh-algo—which conceals secret messages in sequential order 
of LSB—will be compared with the enhanced Muh-algo that embeds the Rand-Stego and uses 
random positions of LSB (pixels, Moreover, in order to make the comparison more scientific, 
different lengths of the secret messages and different patterns will be involved in these tests. 
All results will be compared and illustrated. 

Several key patterns have been used to study the effect of Rand-Stego on Muh-algo. For 
example, the key patterns below specify the positions (pixels) where to hide and not to hide 
(NoHide) secret data should take place.  

Pattern#1 below has a key of 12-bits length (i.e., key (1-12)), and the positions of NoHide 
are 3, 6, and 12, respectively. The internal representation of this key is “110110111110” where 
the zeros indicate the NoHide positions (pixels, This way of pattern expression was used for 
the sake of variety and ease of explanations. All of the used key patterns are provided below: 

Group 1: Long secret message. 
o  Pattern#1: key (1-12) with three “NoHide” positions: 3 – 6 – 12 

 Key pattern : 110110111110  
o  Pattern#2: key (1-50) with six “NoHide” positions: 1 – 10 – 17 – 25 – 33 – 50 

 Key pattern : 01111111101111110111111101111111011111111111111110 
o  Pattern#3: key (1-200) with nine “NoHide” positions: 5 – 13 – 21 – 50 – 54 – 76 

– 77 – 132 – 200 
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o  Pattern#4: key (1-500) with fifty “NoHide” positions: 1 – 10 – 20 – 30 – 40 – 50 
– 60 – 70 – 80 – 90 – 100 – 110 – 120 – 130 – 140 – 150 – 160 – 170 – 180 – 190 
– 200 – 210 – 220 – 230 – 240 – 250 – 260 – 270 – 280 – 290 – 300 – 310 – 320 
– 340 – 350 – 360 – 370 – 380 – 390 – 400 – 410 – 420 – 430 – 440 – 450 – 460 
– 470 – 480 – 490 – 500 

 
Group 2: Short secret message 
o Pattern#5: key (1-12) with three “NoHide” positions as Pattern#1 in group 1 
o Pattern#6: key (1-500) with fifty “NoHide” positions as Pattern#4 in group 1 

The key patterns above have been used for concealing secret data in 25 images and thus the 
MSE and PSNR have been calculated. Then, the average of the MSE and PSNR of 25 images 
were computed.  

• Results and Discussion 
In this section, the results of implementing Rand-Stego in Muh-algo using a set of 
cover-images (standard colour images) are presented and discussed. Moreover, the efficiency 
and performance of Rand-Stego will be measured in terms of MSE and PSNR. The results, as 
we will see, prove the enhancement of Muh-algo without compromising the image quality and 
with elevating the level of security via better MSE and PSNR results. 

The Rand-Stego key pattern has wide-ranging flexibility when embedding into the LSB 
technique such that it could be embedded without having an effect on the used algorithm. For 
example, in Fig. 8 below, two images were used to hide secret data using Muh-algo with the 
Rand-Stego key patterns (1, 11, and 111, Obviously, these keys are supposed to hide data in 
sequential order of pixels since no zeros are included in the keys, and therefore, the results of 
MSE and PSNR for Muh-algo before and after implementing Rand-Stego are the same as 
shown in Table 2 below. 

 

 
Mandril colour 

 
Scene 

Fig. 8. Images were used to hide secret data by applying the key patterns (1, 11, and 111) of  
Rand-Stego with Much-algo. 

 

Table 2. The MSE and PSNR test results before and after applying Rand-Stego to Muh-algo. 

Image 
Pattern (1, 11, and 111)  

Muh-algo Muh-algo With Rand-Stego 
MSE PSNR MSE PSNR 

Scene 0.001 77.1 0.001 77.1 
Mandril colour 0.000 89.9 0.000 89.9 
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The results of MSE and PSNR for Muh-algo with and without Rand-Stego implantation will 
be discussed and compared below. These results are based on different key patterns and lengths 
of secret messages. 

The averages of the results of both MSE and PSNR for the 25 cover-images using short 
secret messages with patterns #5 and #6 in group 2 above indicate a minimal level of 
differences in Muh-algo with and without applying Rand-Sego, as can be seen in Fig. 9 (see 
Table B in the Appendix for more detail). 

 

 
(a)  

 

 
(b) 

Fig. 9. (a) PSNR and (b) MSE test average charts using two key patterns of Rand-Stego 
#5 & #6 with short secret message compared to the original Muh-algo results. 

Accordingly, the MSE results based on pattern#3 and pattern #4 in group 1 using long secret 
messages show a near similarity in both techniques. But, the PSNR results, on the same 
conditions, show a significant improvement for the Muh-algo technique when embedding 
Rand-Stego. See Fig. 10 and Table 3 (see also Table C in the Appendix). 
 

  
(a) 

 

  
(b) 

Fig. 10. MSE (a) and PSNR (b) test averages using long secret messages with different key 
patterns. 

Table 3. MSE Averages for using different patterns with long secret messages 

Key Patterns Group 1 MSE - Average 
Muh-algo Muh-algo with Rand-Stego  

Pattern#1 (1-12) 2.564 2.566 
Pattern#2 (1-50) 2.564 2.555 

Pattern#3 (1-200) 2.564 2.554 
Pattern#4 (1-500) 2.564 2.559 

Average 2.564 2.558 
Detailed results can be seen in the Appendix tables D and C. 
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In contrast to pattern#1, the results of MSE for pattern#2 indicate a slight improvement when 
implementing Rand-Stego on Muh-algo, specifically going from 2.564 to 2.555. However, the 
PSNR results again showed a significant improvement for Rand-Stego implementation, 
specifically 63.89 to 61.39 in pattern#1 and 65.16 to 61.39 in pattern#2. See Fig. 10 and 
Table 3 (also Table D in the Appendix). 

Obviously, as can be seen in Fig. 10, the Rand-Stego technique with a longer key pattern 
can achieve better MSE and PSNR results. Pattern#3 achieves the best test results 
(MSE =2.554 and PSNR = 68.4) while, in contrast, pattern#1 achieves the worst in MSE test 
(MSE =2.566) and almost the worst in PSNR test (PSNR = 65.16). 

Fig. 11 shows an overall MSE average for using long secret messages. The lower average 
means a lower error rate. Therefore, applying Rand-Stego on Muh-algo achieves better results 
than Muh-algo itself. 

 

Fig. 11. MSE overall average of different patterns of long secret message with Muh-algo average. 

On the other side, Table 4 and Fig. 12 demonstrate the overall PSNR results’ average for long-
secret messages. However, as is well-known, a higher PSNR means better results. Therefore, 
applying Rand-Stego into Muh-algo achieves better results than the original Muh-algo alone. 

Table 4. PSNR overall average for different patterns with long secret message 
 

Key Patterns Group 1 
PSNR - Average 

Muh-algo Muh-algo with Rand-Stego  
Pattern#1 (1-12) 61.39 65.16 
Pattern#2 (1-50) 61.39 63.89 
Pattern#3 (1-200) 61.39 68.48 
Pattern#4 (1-500) 61.39 67.29 

Average 61.39 66.2 
Detailed results can be seen in Appendix tables D and C. 
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Fig. 12. PSNR overall average of different patterns of long secret message with Muh-algo average. 

5. Key Pattern and Cover-Image Payload 
Calculating the length of the secret message with the payload of the cover-image is essential 
in every steganography technique. Hiding a long secret message in a limited cover-image 
payload would certainly fail the steganography process since there is not enough space to hide 
the complete secret message. 

The Rand-Stego key patterns have a wide range of flexibility such that they can be adjusted 
to fit the secret messages’ length as well as the cover-images’ payload. But looking closely 
into the Rand-Stego key pattern will lead directly to a clear inference that the number of zeros 
in the key pattern would affect the cover-image payload. For example, the key pattern (01) 
would waste 50% of the cover-image payload while the key (1011) would waste (25%) of the 
payload. This occurs even though the key (1111) is 0%, meaning it would not cost any extra 
waste of the cover-image payload, and this pattern implements no randomization at all. 
However, minimal zeros in the key pattern are better for saving the cover-image payload. 

In Table 5, the key patterns with wasted payload are shown. Increasing or decreasing the 
number of zeros in the key pattern would greatly affect the quality of the cover-image as well 
as its payload capacity. However, based on the previous experiment with Muh-algo, the key 
pattern (1-200) yield the best results. Therefore, the fewer zeros at the key pattern, the lower 
MSE, and higher PSNR results. 

Table 5. Number of zeros in the key patterns and the percentage of wasted payload 
Key patterns with number of zeros Percentage of wasted payload 
Pattern#1 (1-12) with 3 NoHide positions 25% 
Pattern#2 (1-50) with 6 NoHide positions 12% 
Pattern#3 (1-200) with 9 NoHide positions 4.5% 
Pattern#4 (1-500) with 50 NoHide positions 10% 

 
As a consequence, a key pattern with no zeros (0%) would give exactly the same result as the 
original technique (without applying Rand-Stego, Whereas, the key patterns with 50% zeros 
would consume double the payload of the cover-image than what the original technique would 
consume. Therefore, calculating the number of zeros at the key pattern and the cover-image 
payload, in addition to the secret message’s length, are essential for the success of the 
Rand-Stego and all other steganography methods. 
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6. Flexibility of Rand-Stego 
As demonstrated in Section 4, Rand-Stego can easily be applied to other steganography 
techniques, especially to those using sequential order of pixels or those with mathematical 
complications. 

However, based on the secret message length as well as the cover-image payload, the 
Rand-Stego gives a flexible selection of key pattern that fits with the available requirements. 
For instance, the key pattern with no zeros (0%) means disabling the effect of Rand-Stego and 
keeping the original steganography techniques as it is. By increasing the number of zeros in 
the key pattern (while taking into account the secret message length and cover-image payload), 
you increase the randomization level thus the security level. This flexibility can easily be 
gained by applying the Rand-Stego Random Key Function in Section 3.1. 

The majority of steganography techniques are applied sequentially to pixels. Therefore, 
using Rand-Stego will definitely reduce the ability of hackers to know or guess the position of 
the encrypted/concealed data as it is done on a random basis though. The simplicity of the 
proposed technique comes from its ease of generation and application. However, its efficiency 
comes from the ability to control the number of selected pixels as well as enhance the security 
level of other techniques.  

Using Rand-Stego with Muh-algo yields effective results regarding MSE and PSNR. 
However, our Rand-Stego is more generalized than our previous work [43] and can be applied 
to most steganography techniques. In the [43] article, the integrity and security of Bhallamudi's 
work [44] have been enhanced by adding a randomization technique to the initial work. The 
Bhallamudi [44] technique has been improved by embedding the text bits randomly, 
depending on the value of different bytes in the original image. It hides data randomly in the 
image by checking the first byte of the original image and hiding data based on the values of 
these bytes. The article [43] proved that effectiveness was enhanced. The PSNR has increased 
on average by 9%. Finally, the method used in [43] is an implementation of a special case of 
our newly developed Rand-Stego technique. 

7. Conclusion 
Enhancing security for digital data transmitting is of great concern nowadays. Many 
techniques have been implemented to protect digital data against unauthorized access. 
Steganography technology proves that it is an effective and powerful technology in securing 
transmitted digital data compared to others. Several randomization methods were used in 
steganography with many limitations, such as simplicity, flexibility, and efficiency. In this 
research, a new randomization technique (called Rand-Stego) is presented and proven to have 
characteristics of simplicity, flexibility, and efficiency. A demonstration implementing 
Rand-Stego to some existent algorithms, is provided. The flexibility of Rand-Stego can be 
seen when selecting the key pattern that is used for the randomly selecting pixels (where the 
secret message should be hidden, While its simplicity was observed when implemented 
(embed) it on other steganography techniques and also, through the easiness when calculating 
its payload, and finally, the results of MSE and PSNR showed its efficiency. As a consequence, 
we conclude that Rand-Stego can be implemented over any steganography technique to 
improve the security level with minimal effort. 
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Appendix 
Table A.  25 Sample images from Berkeley Segmentation Dataset, each of type jpg and (481 X 

321) pixel size. 
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4 13 21 

 
5 14 22 
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Table B. MSE and PSNR for Random Key position patterns (1-12) and (1-500) with short secret 
message. 

Image 
(1-12) short secret message  (1-500) Short secret message 
MSE PSNR MSE PSNR 

M* R* M R M R M R 
1 42.4 42.4 31.7 31.7 42.4 42.4 31.7 31.7 
2 1.1 1.1 47.7 47.7 1.1 1.1 47.7 47.7 
3 0 0 91.2 91.2 0 0 91.2 91.2 
4 0.115 0.115 57.4 57.4 0.115 0.115 57.4 57.4 
5 0.002 0.001 74.6 76.3 0.002 0.0015 74.6 76.3 
6 2.8 2.8 43.5 43.5 2.8 2.8 43.5 43.5 
7 0 0 83.8 83.8 0 0 83.8 83.8 
8 0 0 98.2 98.2 0 0 98.2 98.2 
9 0 0 0 0 0 0 0 0 

10 0.029 0.029 63.3 63.3 0.029 0.029 63.3 63.3 
11 0.002077 0.002077 74.9 74.9 0.002 0.002 74.9 74.9 
12 0.130356 0.132025 56.9 56.9 0.13 0.128 56.9 56.9 
13 0 0 0 0 0 0 0 0 
14 0 0 84.1 84.1 0 0 84.1 84.1 
15 0 0 87 87 0 0 87 87 
16 0.033 0.033 62.9 62.9 0.033 0.033 62.9 62.8 
17 0.32 0.32 53 53 0.32 0.32 53 53 
18 0 0 0 0 0 0 0 0 
19 0.001 0.001 74.9 74.9 0.001 0.001 74.9 74.9 
20 0 0 80.4 80.4 0 0 80.4 80.4 
21 0.044 0.044 61.4 61.4 0.044 0.044 61.4 61.4 
22 0.757 0.757 49.3 49.3 0.757 0.757 49.3 49.3 
23 0 0 0 0 0 0 0 0 
24 0 0 85.8 85.8 0 0 85.8 85.8 
25 16.3 16.3 36 36 16.3 16.3 36 36 

Average 2.561 2.561 55.92 55,98 2.561 2.561 55.92 55.98 
*M: Muh-algo 
*R: Rand-Stego  
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Table C. MSE and PSNR for the patterns Key (1-500) and (1-200) with Long secret message 

Image 
(1-500) long secret message (1-200) long secret message 
MSE  PSNR MSE PSNR 

M* R* M R M R M R 
1 42.3 42.4 31.7 31.7 42.3 42.3 31.7 31.7 
2 1.1 1.1 47.6 47.6 1.1 1.1 47.6 47.6 
3 0.023 0 64.4 91.2 0.023 0 64.4 91.2 
4 0.119 0.117 57.2 57.3 0.119 0.111 57.2 57.5 
5 0.052 0.017 60.8 65.6 0.052 0.011 60.8 67.4 
6 2.7 2.8 43.6 43.5 2.7 2.8 43.6 43.5 
7 0 0 82.4 84.2 0 0 82.4 84.8 
8 0.041 0.003 61.9 72.1 0.041 0.002 61.9 75 
9 0.008 0 68.9 89.7 0.008 0 68.9 95.1 
10 0.036 0.03 62.4 63.2 0.036 0.03 62.4 63.2 
11 0.015 0.003 66.2 72.1 0.015 0.003 66.2 72.7 
12 0.209 0.155 54.9 56.2 0.209 0.141 54.9 56.6 
13 0.046 0.015 61.4 66.2 0.046 0.007 61.4 69.4 
14 0.004 0 71.5 80.6 0.004 0 71.5 84.1 
15 0 0 79.3 87.4 0 0 79.3 87 
16 0.044 0.039 61.6 62.2 0.044 0.033 61.6 62.9 
17 0.323 0.316 52.9 53 0.323 0.322 52.9 52.9 
18 0.006 0 69.6 87.7 0.006 0 69.6 93.4 
19 0.002 0.002 74.6 74.5 0.002 0.001 74.6 75.2 
20 0.009 0 67.8 80.4 0.009 0 67.8 80.2 
21 0.066 0.044 59.7 61.4 0.066 0.044 59.7 61.4 
22 0.814 0.758 48.9 49.2 0.814 0.756 48.9 49.3 
23 0.001 0 76.5 91 0.001 0 76.5 95 
24 0.003 0 73 78.4 0.003 0 73 79.1 
25 16.2 16.2 36 36 16.2 16.2 36 36 

Average 2.564 2,559 61.39 67.29 2.564 2,554 61.39 68,48 
*M: Muh-algo 
*R: Rand-Stego  
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Table D. MSE and PSNR for Random Key position patterns (1-50) and (1-12) with long secret 
message. 

  
Image 

  

 (1-50) with long secret message (1-12) with long secret message 
MSE PSNR MSE PSNR 

M* R* M R M R M R 
1 42.3 42.3 31.7 31.7 42.3 42.5 31.7 31.7 
2 1.1 1.1 47.6 47.6 1.1 1 47.6 47.7 
3 0.023 0 64.4 91.2 0.023 0 64.4 80 
4 0.119 0.115 57.2 57.4 0.119 0.114 57.2 57.4 
5 0.052 0.015 60.8 66.1 0.052 0.023 60.8 64.4 
6 2.7 2.8 43.6 43.5 2.7 2.8 43.6 43.5 
7 0 0 82.4 83.2 0 0 82.4 81.9 
8 0.041 0.004 61.9 71.4 0.041 0.009 61.9 68.5 
9 0.008 0 68.9 91.1 0.008 0 68.9 80.6 
10 0.036 0.03 62.4 63.2 0.036 0.03 62.4 63.1 
11 0.015 0.003 66.2 72.8 0.015 0.007 66.2 69.2 
12 0.209 0.151 54.9 56.3 0.209 0.171 54.9 55.8 
13 0.046 0.014 61.4 66.5 0.046 0.023 61.4 64.4 
14 0.004 0 71.5 82.8 0.004 0 71.5 79.2 
15 0 0 79.3 87 0 0 79.3 87 
16 0.044 0.033 61.6 62.8 0.044 0.042 61.6 61.8 
17 0.323 0.32 52.9 53 0.323 0.321 52.9 52.9 
18 0.006 0 69.6 88.6 0.006 0 69.6 82 
19 0.002 0.001 74.6 75.3 0.002 0.001 74.6 75.2 
20 0.009 0 67.8 80.4 0.009 0 67.8 78.1 
21 0.066 0.044 59.7 61.4 0.066 0.047 59.7 61.1 
22 0.814 0.766 48.9 49.2 0.814 0.764 48.9 49.2 
23 0.001 0 76.5 0 0.001 0 76.5 83.3 
24 0.003 0 73 78.8 0.003 0.001 73 75.1 
25 16.2 16.2 36 36 16.2 16.3 36 35.9 

Average 2.564 2.555 61.39 63,89 2.564 2.566 61.39 65.16 
*M: Muh-algo 
*R: Rand-Stego  
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