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A B S T R A C T   

Nuclear power plants are increasingly being equipped with digital I&C systems. Although some probabilistic 
safety assessment (PSA) models for the digital I&C of nuclear power plants have been constructed, there is 
currently no specific internationally agreed guidance for their modeling. This paper presents an initiative by the 
OECD Nuclear Energy Agency called “Digital I&C PSA – Comparative application of DIGital I&C Modelling 
Approaches for PSA (DIGMAP)”, which aimed to advance the field towards practical and defendable modeling 
principles. The task, carried out in 2017–2021, used a simplified description of a plant focusing on the digital I&C 
systems important to safety, for which the participating organizations independently developed their own PSA 
models. Through comparison of the PSA models, sensitivity analyses as well as observations throughout the 
whole activity, both qualitative and quantitative lessons were learned. These include insights on failure behavior 
of digital I&C systems, experience from models with different levels of abstraction, benefits from benchmarking 
as well as major contributors to the core damage frequency and those with minor effect. The study also high-
lighted the challenges with modeling of large common cause component groups and the difficulties associated 
with estimation of key software and common cause failure parameters.   

1. Introduction 

The instrumentation and control (I&C) systems represent key ele-
ments for the actuation of safety features in nuclear power plants. I&C 
components can be found in field instrumentation (e.g., sensors, actu-
ators) as well as in processing units and human machine interfaces. 
Similarly to the trend in other industrial applications, the I&C in the 
nuclear sector is undergoing a significant shift towards digitalization. 
While several opportunities can be identified when using digital systems 
(e.g., new functionality, additional diagnostic, more user friendly 

interface), this brings also new challenges compared to relay based 
systems traditionally used in the nuclear industry. 

The modeling of digital I&C systems in probabilistic safety assess-
ment (PSA) represents an area where there is currently limited inter-
national consensus. On the one hand, the variety of failure modes of a 
digital I&C system makes its reliability modeling not straightforward. 
On the other hand, the rapid evolution of digital systems (e.g., new 
components or software updates) introduces also additional challenges 
compared to analog technology, where the operational experience 
provided a more robust basis for an estimation of key reliability pa-
rameters. Even if computerized I&C systems are generally reliable and 
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offer widespread possibilities of diagnostics with features like fault 
tolerance and even self-healing, they are also strongly interconnected 
and their failure could cause a loss of several safety functions across the 
plant, e.g., due to common cause failures (CCF). 

Since the early 1990s, practitioners have been facing the emerging 
challenge of incorporating the risk contribution of digital I&C in the 
PSAs in an adequate yet practical way. There is plenty of literature 
related to reliability modeling of digital I&C [1–4], both using tradi-
tional static methods, such as fault trees, and dynamic methods. Several 
references have also addressed PSA modeling of a digital reactor pro-
tection system (RPS) [5–18], which is the most relevant I&C system for 
nuclear power plant PSA. Most of the analyses presented in literature are 
simplified. Most comprehensively the topic has been studied in the 
NKS-330 report [19], which presents guidelines for performing failure 
modes and effects analysis (FMEA) for digital I&C, and an example PSA 
model, where a digital RPS has been modeled in detail. To our knowl-
edge, there has not been any large-scale comparison of PSA modeling 
approaches for RPS prior to the one presented in this paper. While 
working groups on modeling digital I&C reliability are active, e.g., 
within the International Atomic Energy Agency (IAEA) and the Orga-
nisation for Economic Co-operation and Development (OECD) Nuclear 
Energy Agency (NEA), it is generally recognized that a widely accepted 
industrial best practice is still missing in the nuclear sector, resulting in 
models prepared by different organizations being difficult to compare. 
Although a technical explanation of the differences is generally possible, 
this can typically undermine the confidence in the models. 

This paper presents the results of a recent initiative by the OECD/ 
NEA Committee on the Safety of Nuclear Installations (CSNI) Working 
Group on Risk Assessment (WGRISK) that strived to progress towards 
internationally agreed principles on modeling of digital I&C within the 
PSAs conducted for nuclear power plants. The task called “Digital I&C 
PSA – Comparative application of DIGital I&C Modelling Approaches for 
PSA (DIGMAP)” was carried out in the period 2017–2021 as a cooper-
ation between eight organizations each representing different OECD 
member states. This task group followed on from previous NEA activities 
on digital I&C systems. In 2009, WGRISK completed an activity on 
methods and information sources for the quantification of the reliability 
of digital I&C systems in PSA for nuclear power plants [20]. In 2014, it 
completed the work on failure mode taxonomy for reliability assessment 

of digital I&C systems for PSA (DIGREL) [21]. DIGMAP’s ambition was 
to build from this work, focusing on the comparison of the reliability 
modeling practices in different countries. Six of the organizations 
developed independently their own PSA models based on the reference 
case description. A regulator was involved in the development of the 
case study, on the interpretation of the results and on the lessons learned 
process. Based on comparison of the models, the task group identified a 
set of insights on digital I&C modeling approaches, including main risk 
contributors, limitations of PSA modeling techniques when applied to 
digital I&C systems, and remaining challenges going forward. 

The full documentation of the DIGMAP task can be found in the CSNI 
report [22,23] and summaries have been published in conference pro-
ceedings [24–26]. The motivation of this paper is to revisit the key 
learnings from the CSNI report along with some new insights from this 
activity, both from a technical and process perspective. The presentation 
of the work is partly restructured, highlighting the key aspects of interest 
for the scientific community. Chapter 2 discusses static and dynamic 
reliability models of digital I&C and motivates why the static PSA 
approach was chosen in this work. Chapter 3 presents the general pro-
cess followed as part of this initiative. Chapter 4 presents the reference 
case used in the task and Chapter 5 summarizes the key features of the 
PSA models developed by the different organizations. Chapter 6 de-
scribes the approach for comparison of the different PSA models and 
Chapter 7 presents the results, including sensitivity analyses on key 
parameters and assumptions. Chapter 8 discusses the key lessons learned 
and insights from this comparison exercise, adding reflections on as-
sumptions and modeling aspects not included in the CSNI report. 
Chapter 9 concludes the paper. 

2. Static vs. dynamic modeling of digital I&C 

The limitations of traditional static PSA methods, e.g., fault trees, in 
modeling digital I&C systems have been discussed in scientific literature 
[3,27–29]. These include the capability to model dynamic interactions 
between hardware and software, interactions between digital I&C and 
the plant processes and operator, time-dependent behavior, and multi-
ple states of a component. Several dynamic methods have been proposed 
to overcome these limitations [3,28,30], e.g., dynamic flowgraph 
methodology [31], Markov/cell-to-cell mapping [32], and Petri nets 
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ADS automatic depressurization system 
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AS application software 
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M. Porthin et al.                                                                                                                                                                                                                                



Nuclear Engineering and Technology 55 (2023) 4367–4381

4369

[33]. However, there have not been large-scale real-life applications of 
dynamic methods to digital I&C systems in the context of nuclear power 
plant PSA. 

In this study, we have selected to apply conventional fault tree 
modeling techniques to a fictive RPS due to the following reasons. An 
objective of the study has been to compare PSA modeling approaches 
that have already been tested in real-life projects or could be applied in 
real-life projects without significant additional research efforts. While 
the authors acknowledge that dynamic methods could, in theory, enable 
more realistic modeling of digital I&C, dynamic methods are not seen as 
mature enough for large-scale real-life application. One difficulty in the 
PSA modeling of digital I&C is the lack of failure data. It is important to 
acknowledge that PSA model parameters related to digital I&C are 
inevitably very uncertain, and therefore, also the risk estimates are 
bound to be very uncertain. The use of dynamic methods would require 
even more uncertain parameters and assumptions. Despite of more 
realistic and detailed modeling, the risk estimates would anyway be very 
uncertain. Therefore, it can be questioned if it is worthwhile to perform 
detailed dynamic modeling when the uncertainties are bound to be large 
in any case due to lack of failure data. The authors believe that given the 
current failure data simplified static modeling is the most practical 
approach to perform PSA modeling of a digital RPS. Another benefit of 
the static approach is that the model can easily be integrated to the PSA 
model of the nuclear power plant. 

There are also some aspects related to RPS failures that support the 
use of static methods. Failures are typically of on demand type, i.e., 
hardware components fail undetected before the initiating events and 
prevent a safety function actuation when a demand occurs, or a software 
fault prevents an actuation signal when it is demanded. The benefits of 
dynamic methods in modeling this type of failures are unclear. As stated 
in Ref. [34], after the actuation of safety functions, the feedback from 
the plant has no effect on the RPS meaning that there are no dynamic 
interactions. In Ref. [27], modeling of initiating events related to a 
digital feedwater control system was demonstrated with two dynamic 
methods. Indeed, dynamic methods can have more benefits in modeling 
control system failures. 

In some studies [11,16,35], Markov methods have been applied to 
model state transitions related to failure modes, failure detection and 
component repairs. These approaches overcome simplifications made in 
static fault tree analysis. However, in some cases [11,16], exclusion of 
CCFs has been a major limitation, as CCFs tend to dominate PSA results. 
Son et al. [35] included also CCFs in their Markov model, but it remains 
unclear if the results would be different using the fault tree analysis. In 
the case where a single CCF event causes the system to fail, Markov 
modeling makes no difference compared to fault tree modeling, as long 
as the components participating in the CCF are assumed to fail simul-
taneously, which is a standard assumption in PSA. Therefore, Markov 
modeling of failure-detection-repair processes is expected to have only a 
marginal impact on overall results when CCFs dominate. 

There are a few other references where dynamic methods have been 
applied to an RPS. Fahmy [13] applied a dynamic fault tree to a 
simplified RPS. The dynamic modeling focused on voting logic changes 
due to tests and maintenance. Compared to static fault tree modeling, 
the fault tree structures were simpler, whereas approximately same re-
sults were calculated using both approaches. Shouman et al. [18] have 
developed a hybrid machine learning model to analyze the reliability of 
an RPS, but the benefits compared to static fault tree analysis remain 
unclear. 

3. Outline of the DIGMAP task 

As stated in the introduction, the main objective of the DIGMAP task 
was to collect experience on digital I&C modeling from a case study. 
Representatives from different research organizations independently 
developed PSA models for a commonly agreed reference case consti-
tuting of a simplified representation of the main safety systems of a 

nuclear power plant. The reference case included a digitalized RPS, 
fictive reliability parameters and specification of the accident scenario 
to be modeled. Most of the work was carried out independently by the 
various participants, while face-to-face and online meetings were used 
for those activities requiring interaction between the participants. The 
main activities of the task were:  

1. Definition of the reference case: At the beginning of the task, the 
reference target was selected. In this step the details of the reference 
case were defined, both in terms of accident scenario and system 
functionality. More specifically, discussions on exclusion, inclusion, 
and simplification of the system details were mainly carried out to 
focus on modeling digital features. Through such discussions within 
the task group, the first version of the reference case was prepared in 
the early stages of the task.  

2. Convergence on a common interpretation of the reference case: This 
step was carried out in the initial phase of the modeling and in the 
initial comparison of the results. Clarifications on a number of points 
were required, including agreement on some general modeling as-
sumptions, to ensure that the models of different participants were 
actually comparable and that there was a common understanding of 
the system to be modeled. Several iterations between steps 1 and 2 
were needed, as the convergence on the interpretations resulted in 
additional clarity on the reference case definition.  

3. Independent PSA modeling: This step required detailed PSA 
modeling by each actively involved organization. While there was 
some communication between participants in this step, the adopted 
approaches were set out independently, based on the experience and 
the best practice on digital I&C modeling in each organization.  

4. Comparison of results and analysis of sensitivities: In this step, the 
results by each organization were interpreted and compared. This 
required in-depth analyses and some level of understanding of each 
model. In some cases, this also required to confirm the overall as-
sumptions. Sensitivity analyses with regard to key parameters and 
assumptions were also conducted.  

5. Consolidation of lessons learned: Main findings that have been 
confirmed through the overall work process and the comparison of 
various modeling approaches were formulated into two categories: 
qualitative and quantitative lessons learned. 

The work process was not totally linear, but there were iterations 
especially between the reference case definition and its interpretation 
(steps 1 and 2) as well as refinements of them based on the comparison 

Fig. 1. Outline of the DIGMAP work.  
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of initial results (step 4), as illustrated in Fig. 1. 
A part of the iterative process was due to the consolidation of as-

sumptions in the interpretation of the reference case as part of the 
modeling. Interestingly, a similar process is often typical when devel-
oping a new PSA model for a new nuclear power plant or a refurbished 
digital I&C system, where PSA practitioners need to interface with I&C 
experts to understand the functionality of the I&C system in different 
operation modes or failure configurations. 

An example of this process can be illustrated with the model cali-
brations that took place based on preliminary results. Because the main 
software failures (such as the malfunction of the operating system) 
would result in the overall failure of the protection system, the question 
of the weight of software failures in the results immediately arose, and 
the discussion allowed to converge towards illustrative failure proba-
bilities, if not consensual. Later, the tentative results of the first model 
versions made it possible to reconsider the reliability parameters of the 
mechanical systems, to keep a balanced proportion between mechanical 
failures and I&C failures in the results. This was needed because the 
simplified front-line safety system consists of only a single channel while 
the digital I&C system consists of four divisions. 

Another important feedback of the results on the modeling took 
place after the first comparison of global results. The choices different 
participants made to define the groups of redundant components for 
which they modeled CCFs caused an extreme variability of results. This 
variability could prevent learning from all other aspects of modeling; to 
avoid this, the participants agreed on a shared (conservative) definition 
of these common cause component groups (CCCGs). One of the as-
sumptions causing largest variability in the results was whether or not to 
assume CCF between the two RPS subsystems. Both views having their 
merits, the modelers were encouraged to implement both variants, with 
the assumption of totally independent subsystems as a sensitivity anal-
ysis case. 

4. Reference case 

The reference case was developed focusing on digital I&C features 
based on a model developed in a Nordic research project [19,36]. For 
effective comparative analysis, some parts irrelevant to digital features 
such as the power supply system were excluded, and the analysis scope 
was limited to automatic safety signal generation by omitting spurious 
actuation and manual operation. The layout of the main safety systems is 
presented in Fig. 2. The systems consist of automatic depressurization 
system (ADS), component cooling water system (CCW), emergency core 
cooling system (ECC), emergency feed-water system (EFW), service 

water system (SWS), heating, ventilation and air conditioning system 
(HVA), main feed-water system (MFW), residual heat removal system 
(RHR), and reactor scram system (RS), and each one is assumed to have 
only one train. Therefore, all components in a safety system should work 
properly in order for it to fulfil its function. 

To activate each safety system, the corresponding safety signals 
should be generated by the RPS. The structure and layout of the RPS is 
given in Figs. 3 and 4, following the principles of [21]. The components 
of the RPS may be largely divided into parts for measuring, determining 
(generating) safety signals, transmitting generated safety signals, and 
parts supporting the aforementioned functions. Fig. 3 shows the hier-
archical structure for the parts related to safety signal measurement, 
determination, and transmission; The RPS consists of four physically 
separated but functionally identical divisions (Divisions 1, 2, 3, and 4). 
Each division is subdivided into two subsystems (RPS-A and RPS-B) 
which are responsible for different functions, and each subsystem con-
sists of an acquisition and processing unit (APU) and a voting unit (VU). 
The APU pre-determines the generation of a safety signal through 
comparison of the measured value with the setpoint, the VU performs 
voting logic based on inputs (pre-determined values) from all APUs of all 
divisions in the same subsystem. In the VU, the original 2-out-of-4 voting 
logic is degraded to 2-out-of-3 or 1-out-of-2 if there are one or two 
detected failures in the APUs, respectively. In addition, if three or more 
failures are detected the safety signal is generated. 

In the more detailed level, APU and VU contain several modules. 
Both units have a processor module (PM) and a communication link (CL) 
module. Additionally, the APU has an analog input module (AI) for 
receiving sensing signals, and the VU has a digital output module (DO) 
for sending actuating signals. Each module consists of some of the 
following elements;  

• Hardware board (HW)  
• Operating system/Platform software (OP): for some modules, there is 

operating system providing the overall infrastructure for the safety 
functions in the specific application to work, or there is an embedded 
platform software that is different for each module type and non- 
alterable.  

• Application software (AS): in the PM, AS implements the logics 
required by the safety functions. 

The PM contains all the elements (HW, OP and AS) and the other 
modules (AI, CL and DO) contain hardware and OP. It is assumed that 
failures of two or more elements composing a module are independent of 
each other, and that a failure of an element leads to the failure of that 
module. 

Other supporting parts in the RPS are as follows: Sub-rack (SR) 
provides power to each subsystem, and periodic test unit (PTU) and 
watchdog timer (WDT) are the components that perform fault tolerant 
functions, and intra-division network (IDN) is the medium for commu-
nication between PTU and subsystems. 

The RPS is designed with three fault tolerant techniques (FTTs) 
providing means to detect hardware failures which are defined on fail-
ure rate basis: automatic testing (A) performed in real time (50 ms) by 
the AS in specific modules and the WDT (see the footnotes in Table 1), 
periodic testing (P) performed every 24 h by the AS of PM in the PTU by 
collecting information through the IDN communication, and full-scope 
testing (F) performed by human operators every six months (182.5 
days). Although the exact mechanisms of each technique are not spec-
ified, it is assumed that some proportion of hardware failures in each 

Fig. 2. Layout of main safety systems.  

Fig. 3. Hierarchical structure of the RPS.  
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module can be detected by each technique (see Fig. 5 and Table 1). The 
full-scope testing is assumed to detect any hardware failure. Fig. 5 
clarifies the overlapping detection coverage of the FTTs which corre-
spond to the notations in Table 1. Unlike the hardware failures, software 
(OP and AS) failure probabilities are defined on demand basis, and those 
failures are assumed to be undetectable by the FTTs. 

The fictive failure rates assumed for the hardware failures are pre-
sented in Table 1. For OP failures and AS failures in the PMs, the failures 
on demand 1.0E-05 and 1.0E-04 were assumed, respectively. The 

parameters were set to values regarded as reasonable by the participants 
and some of them were also adjusted to compensate for the simplified 
structure of the reference case. Recommended CCCGs were agreed upon. 
Hardware CCFs were encouraged to be modeled using alpha-factor 
models and software CCFs using beta-factor models and recommended 
parameters for both model types were also given. 

In order to focus on the approach of digital I&C PSA model devel-
opment itself, this study considered only one example initiating event: 
loss of main feed-water (LMFW). The event tree (Fig. 6) includes actu-
ation of RS, EFW, ADS, ECC and RHR. 

Fig. 4. Layout of the RPS  

Table 1 
Hardware failure rates of each module and proportion of detection coverage of 
FTTs.     

Proportion of detection coverage of each 
combination of FTTs 

Unit Module Failure rate (/hr) FAPa FAPb FAPc FAPd 

APU AI 2.0E-06 0.2 0.4e 0.2 0.2 
PM 2.0E-06 0.1 0.7f 0.1 0.1 
CL 5.0E-06 0.2 – 0.8 – 

VU DO 2.0E-06 0.2 – 0.8 – 
PM 2.0E-06 0.1 0.7g 0.1 0.1 
CL 5.0E-06 0.2 – 0.8 – 

PTU PM 2.0E-06 1 – – – 
IDN 1.0E-06 0.8 – 0.2 – 

Other SR 2.0E-06 – 0.9g 0.1 – 

AI, analog input module; APU, acquisition and processing unit; AS, application 
software; CL, communication link; DO, digital output module; FTT, fault tolerant 
technique; IDN, intra-division network; PM, processor module; PTU, periodic 
test unit; SR, sub-rack; VU, voting unit; WDT, watchdog timer. 

a Fault detectable by full-scope testing only. 
b Fault detectable by full-scope testing and automatic testing. 
c Fault detectable by full-scope testing and periodic testing. 
d Fault detectable by full-scope testing, automatic testing, and periodic 

testing. 
e Automatic testing for AI hardware in the APU is performed by the AS of the 

PM in APU (AS/PM/APU). 
f Automatic testing for PM hardware in the APU is performed by the AS of the 

PM in VU. (AS/PM/VU). 
g Automatic testing for PM hardware in the VU and SR hardware are per-

formed by the WDT in each division. 

Fig. 5. Overlapping of fault tolerant techniques: (F) full-scope testing, (A) 
automatic testing, (P) periodic testing. 

Fig. 6. Event tree for LMFW.  
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5. Reliability modeling 

In this study, PSA models were developed based on the reference case 
by six organizations: EDF (France), GRS (Germany), KAERI (Republic of 
Korea), NRG (the Netherlands), UJV (Czech Republic) and VTT 
(Finland). This chapter gives an overview on the different modeling 
approaches used by the participants and the resulting model differences. 
The full model descriptions can be found in the task report [22,23]. Most 
of the organizations used RiskSpectrum as the main PSA modeling tool, 
while VTT and KAERI used the software FinPSA and AIMS-PSA, 
respectively. Some participants also used e.g., spreadsheets to perform 
supportive calculations. 

Since the main focus of the task was on the modeling of the digital 
I&C, the models for the mechanical systems, covering e.g., valves and 
pumps, were commonly developed and shared between the participants 
so that only the models of the digital I&C would differ among the in-
dividual participants. Fault tree models were developed for RS, EFW, 
ADS, ECC, and RHR, corresponding to header names in the event tree 
(see Fig. 6). The model is simplified so that supporting systems (CCW, 
SWS, and HVA) do not have dedicated fault trees but are included in the 
main fault trees of the safety functions. A full description of the shared 
mechanical systems model can be found in the task report [23]. 

With regard to digital I&C modeling, the models produced by 
different organizations were quite different. For the comparison of the 
approaches, three modeling phases are distinguished:  

• Pre-processing: This phase covers all the actions taken before the 
construction of the actual PSA model. Its purpose is to identify the 
input data and key design information needed for the development of 
the PSA model. This phase typically includes the development of 
FMEA, to characterize how the system can fail and its consequences. 
In some cases, it can require some background work, including the 

use of spreadsheets, stand-alone fault trees, or dynamic modeling 
(not considered in this work).  

• PSA modeling: This phase covers the construction of the PSA model, 
typically requiring the development of event trees, fault trees and 
basic events with dedicated software tools. This phase also includes 
verification, validation and quantification of the model.  

• Post-processing: This phase relates to sensitivity and uncertainty 
analysis and interpretation of the PSA results. Depending on the 
complexity of the model, detailed interpretation of the results can 
require some manipulation of minimal cut sets, either manually or 
using other software tools, e.g., to derive the risk contribution of the 
different elements of merged failure modes. Sensitivity analyses may 
also require modifications to the PSA model or background 
calculations. 

Following this interpretation, the models developed as part of this 
activity can be categorized by the level of abstraction used in the 
modeling. In this context abstraction is defined based on the distance 
from the modeling of individual I&C failure modes. Three models with a 
low level of abstraction were prepared (KAERI, NRG, UJV), two models 
applied a medium level of abstraction (GRS, VTT), and one model used a 
high level of abstraction (EDF). Table 2 shows the main differences 
between the models developed by the six organizations. Among the 
differences, especially, the level of PSA model abstraction determines 
the overall process of the analysis. Depending on the analyst, if some 
specific characteristics of digital I&C are deemed difficult or inefficient 
to model in a fault tree format, the approach may be to perform a high 
level of PSA model abstraction instead of developing large and detailed 
fault tree structures. However, whatever approach is taken, valid and 
specific analysis results should be derived. A related discussion is made 
in Section 8.1.3. The different modeling approaches are discussed in the 
following subsections categorized by the level of abstraction. 

Table 2 
Summary of differences between PSA models developed.   

EDF GRS KAERI NRG UJV VTT 

Level of PSA 
model 
abstraction 
(Num. of basic 
events incl. 
CCF) 

High (64) Medium (460) Low (2664) Low (5546) Low (5857) Medium (72) 

Detail of CCF Abstract logic Simplified logic Full logic Full logic Full logic Abstract logic 
Consideration of 

voting logic 
Yes Yes No Yes Yes No 

Inputs from Pre- 
processing 

Test availability, 
hardware 
unavailability, CCF 
combinatory and 
aggregation, were 
calculated using 
separate spreadsheets. 

Failure probabilities of 
merged basic events 
were calculated in 
separate FT models. 
FMEA was used for the 
determination of the 
relevant minimal cuts. 

Testing interval of 
FTT was modified 
reflecting reliability of 
each FTT function. 

None None Hardware failure 
probabilities were 
calculated using 
background FT models. 
CCF combinations and 
probabilities were 
calculated using 
separate spreadsheets. 

Benefits Simple PSA model, 
avoiding repetitive fault 
tree modeling work, 
customization of CCF 
calculations, basic 
results easy to interpret 

Simple PSA model, 
avoiding repetitive fault 
tree modeling work, 
CCF calculations 
automated 

Almost all the 
calculations in one 
model, CCF 
calculations 
automated, detailed 
results directly 
available, easy to 
perform sensitivity 
analyses 

All the calculations in 
one model, CCF 
calculations 
automated, detailed 
results directly 
available, easy to 
perform sensitivity 
analyses 

All the calculations in 
one model, CCF 
calculations 
automated, detailed 
results directly 
available, easy to 
perform sensitivity 
analyses 

Simple PSA model, 
avoiding repetitive fault 
tree modeling work, 
quite detailed results 
directly available, 
customization of CCF 
calculations 

Drawbacks Extensive pre- 
processing and post- 
processing actions, 
sensitivity analyses not 
simple to perform, 
complex CCF analysis 

Some pre-processing 
needed, extensive post- 
processing actions, 
sensitivity analyses not 
simple to perform, 
limitations in CCF 
modeling 

Large and detailed 
fault tree structures, 
large number of 
minimal cut sets to 
interpret 

Large and detailed 
fault tree structures, 
large number of 
minimal cut sets to 
interpret 

Large and detailed 
fault tree structures, 
large number of 
minimal cut sets to 
interpret 

Extensive pre- 
processing actions, some 
post-processing may be 
needed, some sensitivity 
analyses not simple to 
perform, complex CCF 
analysis  
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5.1. Low level of abstraction 

When a low level of abstraction is used, almost all needed details are 
included in the PSA model. Separate basic events are used to model all 
the relevant failure modes of the RPS modules. FTTs are modeled 
explicitly. CCFs are fully developed, in general using the automatic CCF 
modeling features of the software used. The role of pre-processing and 
post-processing actions is limited, and the main work is related to the 
fault tree modeling. All sensitivity analyses can be performed by direct 
(or almost direct) modification of the PSA model parameters. 

An interesting reflection from this comparison work is that, starting 
from the same assumptions and using a similar modeling philosophy 
(low level of abstraction) the resulting PSA models produced by KAERI, 
NRG and UJV are generally similar with a few minor differences, e.g.,:  

• KAERI did not model active switching of the voting logic, because it 
was assessed insignificant for the results, whereas NRG and UJV did.  

• In the modeling of FTTs, KAERI and NRG used separate basic events 
for failure detection coverage, whereas UJV took the detection cov-
erages into account in the failure rates of relevant basic events rep-
resenting failures.  

• KAERI modeled the unavailability of testing equipment by adjusting 
testing intervals, whereas NRG and UJV modeled failures of testing 
equipment with separate basic events.  

• NRG and UJV modeled the CCCG of 16 analog input modules using 
the automatic CCF generation feature of the RiskSpectrum code. 
KAERI merged module pairs to reduce the number of components in 
the CCCG into eight. This modeling issue is discussed in more detail 
in Chapters 7 and 8. 

The fault trees of the PSA models with low level of abstraction 
include hundreds of basic events, and when CCF basic events are auto-
matically generated, the minimal cut sets include thousands of basic 
events related to digital I&C itself. UJV has used this approach in the 
domestic nuclear power plant PSA models, keeping a level of detail 
relatively consistent with other systems. Nuclear power plants in the 
Czech Republic use extensively Living PSA and its applications in the 
regular decision making and the detailed PSA models help them to 
transparently address unavailability of individual components within 
the frame of e.g., risk monitoring or risk informed events evaluation and 
to present the results to the operational staff. A low level of abstraction 
was also found to be convenient from a version management point of 
view to have all data included in the PSA model itself. 

5.2. Medium level of abstraction 

When applying the medium level of abstraction, significant simpli-
fications are made in the PSA model, such as merging of failure modes 
related to a specific module. Pre-processing involves considerable 
amount of work and some post-processing work is also typically needed. 
The PSA modeling part is significantly smaller compared to using the 
low level of abstraction, because the model includes a significantly 
smaller number of basic events and gates. There are different ways to 
apply the medium level of abstraction. The models by VTT and GRS 
differ considerably from each other as explained in the following. 

In VTT’s approach, hardware failure modes of a module are merged 
in the PSA model. The total unavailability of hardware in each module 
type is calculated in the pre-processing phase using a stand-alone fault 
tree. The FTTs are also modeled in these fault trees. Hardware CCF 
calculations are also performed in the pre-processing phase using 
spreadsheets. All CCF combinations, related to a specific module type, 
with the same impact are merged for the PSA model. The basic events of 
the PSA model represent CCFs between modules only, and independent 
failures are not modeled. Active switching of the voting logic is not 
modeled. The number of resulting minimal cut sets is significantly 
smaller than with the low level of abstraction, but still relatively detailed 

minimal cut sets are produced. The model of VTT includes only 72 basic 
events even when automatically generated CCFs are included. Post- 
processing of the results of the PSA model is needed if the risk contri-
butions of individual hardware failure modes or FTTs are of interest. 
Hardware and FTT related sensitivity analyses require modification of 
the background models as well as of the PSA model. 

In the GRS approach, failure modes related to each unit (acquisition 
unit, processing unit, voting unit or sub-rack) are merged including 
hardware and software in different modules of the unit. However, 
detected (self-signaling) and undetected (non-self-signaling) failures are 
treated separately. For detected and undetected failures, the total un-
availability of each unit type is calculated in pre-processing using a 
stand-alone fault tree, where also FTTs are modeled. CCFs between units 
are modeled using the automatic CCF modeling feature of the PSA 
software tool. System level FMEA is used to determine relevant failure 
combinations concerning the active switching of the voting logic, and 
those failure combinations are then modeled in the PSA model with 
some simplifications. The fault trees of GRS’s model include only dozens 
of basic events, and the minimal cut sets include hundreds of basic 
events when automatically generated CCFs are added. Post-processing 
of the results of the PSA model is needed to calculate risk contribu-
tions of individual modules, component types and failure modes. All 
sensitivity analyses require modification of the background model. 

The GRS and VTT approaches were developed during this study and 
have not been applied elsewhere yet. Both approaches are actually 
combinations of different simplifications that could also be applied 
independently of each other. For example, the approach by GRS to use 
system level FMEA to model active switching of the voting logic could be 
combined with detailed modeling that corresponds to the low level of 
abstraction, or VTT’s approach to merge hardware failure modes of a 
module could be applied without performing the CCF calculations in 
pre-processing. 

5.3. High level of abstraction 

When using the high level of abstraction, all failures with the same 
overall consequence are merged together in the PSA model. Most of the 
calculations are performed in pre-processing using spreadsheets, 
including the unavailability of each module type taking into account 
FTTs and CCF combinatory. The PSA model itself is very simple and 
includes a small number of basic events representing system level failure 
modes. Only CCFs are modeled. Hardware and software failures are 
included in the same basic event when they have the same impact. The 
model of EDF includes 64 basic events in total. Post-processing of the 
results of the PSA model is needed to calculate risk contributions of 
individual modules, component types and failure modes. All sensitivity 
analyses require modification of the background model. 

EDF has used this compact modeling approach for a long time. The 
objectives are to avoid costly complexity in the PSA model with no 
significant added value, but also to stick to basic concepts clear for PSA 
analysts, to avoid an excessive number of minimal cut sets with specific 
I&C failure basic events, and to enable I&C modeling already in an early 
design stage. However, with the simple PSA model comes also higher 
effort in pre- and post-processing. 

It can be noticed that the model of VTT is not much larger than the 
one of EDF. The model of VTT includes only eight more basic events. The 
main difference between the models is that the model of EDF focuses on 
system level failure modes, whereas the model of VTT includes separate 
basic events for different module types making the minimal cut sets 
more detailed. Based on the level of modeled failure modes, the level of 
abstraction of the VTT’s model has been defined as medium, but con-
cerning the model size, the difference to high level of abstraction is quite 
small. The main reason for the small size of VTT’s model is that quan-
titatively negligible single failures and partial CCFs with no system level 
impact are omitted (i.e., only significant CCFs are modeled), and CCF 
combinations with same impacts are merged. 
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6. Comparison approach 

To compare the results of the different models, the participants 
agreed to provide the overall core damage frequency (CDF) and the on- 
demand failure probabilities of the ADS signal (actuated by one non- 
redundant signal), RS signal (two redundant signals) and SWS signal 
(three redundant signals) as well as the first 100 minimal cut sets for all 
of these four events. 

The description of the different approaches (see Chapter 5) shows 
that there is a real challenge in implementing this comparison. Different 
levels of detail of the models are not the only differences. Within the 
detailed models, different choices of simplification are made, e.g., 
whether to model failures of FTTs explicitly with basic events or by 
adjusting testing interval parameters. Intermediate level models imple-
ment also different strategies, aggregating in a preliminary evaluation 
each complete CCF with the partial CCFs having the same effects at the 
system level (VTT); or aggregating the hardware and software failures 
causing the loss of function of an APU or a VU in a division (GRS). EDF 
aggregates all the CCFs (hardware and software) according to their ef-
fects at the system level, with more abstract basic events than the other 
participants. It should also be noted that partial CCFs are, in most cases, 
automatically generated and coded according to calculation software 
conventions (especially with RiskSpectrum or AIMS-PSA), which re-
quires careful interpretation. 

However, some particularities facilitate the comparison. On the one 
hand, in a redundant system such as an RPS, the unreliability is mainly 
due to CCFs making a function unavailable on too many of the redun-
dant modules. On the other hand, the failures detected online, the most 
common in a digital system, are in effect only for a relatively short time. 
Furthermore, FTTs reduce their effect on availability (reconfiguration of 
the voting logic) and direct, in the event of accumulation, the action of 
the RPS towards the least dangerous situation. This means that the 
average hardware unavailability is mainly due to undetected failures (i. 
e., failures detected only by the F test). In the end, undetected CCFs of 
identical modules, as well as CCFs of a software nature, can be expected 
to represent the main I&C loss scenarios. 

Indeed, when analyzing the first 100 minimal cut sets of the various 
undesirable events considered for each of the detailed models, only CCFs 
of identical modules, and combinations with a partial CCF and an in-
dependent failure of a module of the same CCCG are found. In each 
combination, the failure and detection mode are the same for both 
events so that the minimal cut sets can be grouped based on the module 
and the failure/detection mode for the interpretation of the results. 

CCFs on redundant modules sufficient to cause system level failure of 
a safety function are therefore the central pivot for a comparison. While 
some models (EDF, GRS) combine heterogeneous failure modes (even 
hardware and software) for model simplification purposes, it is more 
practical to focus on elementary CCFs of modules of the same nature 
(which is a main principle of VTT’s method) to facilitate a detailed 
comparison of the results and identify the possible causes of differences. 
It is straightforward to interpret those elementary CCFs, and to char-
acterize their effects on the RPS. This settles analysis, moreover, at the 

intermediate level of the models proposed: the basic events of EDF can 
easily be divided into groupings of these elementary CCFs, and these 
elementary CCFs can be used as a basis for grouping the detailed mini-
mal cut sets that include different partial CCFs. Only the GRS model, 
which first aggregates heterogeneous failure modes within a division 
and then models their CCF, will require more “translation” effort. 

For example, if the macro failure of the CCFs of APU processor 
modules causing a complete failure of both subsystems RPS-A and RPS-B 
is considered, it will be represented in VTT’s 100 first minimal cut sets 
for RS failure, by a single basic event (XXA-PMHW-AB) of probability 
7.88E-06. This will be compared to the corresponding (and more 
detailed) minimal cut sets of NRG, KAERI and UJV. Results are shown 
for the two first ones in Table 3 and Table 4. 

For EDF, CCFs of APU processor modules are only a contribution 
among others to the basic event of complete loss of the RPS. However, an 
intermediary calculation is precisely the estimate of the share allocated 
to the processor modules (equal to 7.08E-06). Finally, GRS also handles 
basic events grouping heterogeneous failure modes (but by division). 
The PM contribution is reconstituted by multiplying the basic unavail-
ability of a processor module by a beta-factor, to obtain 1.84E-05. 

From a practical point of view, it was possible to sort out the cor-
respondences between the models only thanks to shared basic event 
naming conventions. 

Table 5 is a summary table of the comparisons of the estimated 
probabilities of the CCFs leading to the RPS loss. Intermediate columns 
are added for EDF and GRS to allow comparison at the intermediate 
level. As VTT’s method tries to evaluate exactly the aggregation of the 
elementary CCFs of modules of the same nature, their results are taken 
as a reference. Values that deviate from them by a factor 2 (and require 
then investigation) are highlighted in bold (high value) or underlined 
(low value) and will prompt a search for an explanation. For example, 
NRG’s and UJV’s results for CCFs of SRs are low, because some of the 
order 6 or 7 CCFs are beyond the first 100 minimal cut sets (and then 
ignored), while KAERI’s same result is even 0, because none of the SR 
CCFs appear in the first 100 minimal cut sets. 

In contrary, if going to a higher level of abstraction, the sum of the 
elementary CCFs of VTT leading to the loss of the RPS (2.37E-04) can be 
compared to the value of the RPS loss event of EDF (2.50E-04). 

To complete the comparisons of results, other similar tables were 

Table 3 
Minimal cut sets of APU processor modules CCFs causing complete RPS loss (NRG).  

MCS n◦ pfd BE1 BE2 BE3 

21 1.51E-06 FTT_F_PM XXA-PMHW_DET_FT-ALL  
41 to 48 3.54E-07 FTT_F_PM XXA-PMHW_DET_FT-7AH  

[…] […]  
3.54E-07 FTT_F_PM XXA-PMHW_DET_FT-7AF  

50 to 65 1.48E-07 FTT_F_PM XXA-PMHW_DET_FT-6AS  
[…] […]  
1.48E-07 FTT_F_PM XXA-PMHW_DET_FT-6AX  

69 3.92E-08 FTT_PF_PM PT_SUCCESS XXA-PMHW_DET_PT-ALL 
sum 6.75E-06    

BE, basic event; MCS, minimal cut set; pfd, probability of failure on demand. 

Table 4 
Minimal cut sets of APU processor modules CCFs causing complete RPS loss 
(KAERI).  

MCS n◦ pfd BE1 

21 1.51E-06 XXA-PMHW-12345678 
52 to 59 3.55E-07 XXA-PMHW-1234678 

[…] […] 
3.55E-07 XXA-PMHW-1234567 

99 1.49E-07 XXA-PMHW-123458 
100 1.49E-07 XXA-PMHW-123456 
sum 4.65E-06  

BE, basic event; MCS, minimal cut set; pfd, probability of failure on demand. 
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established: for the independent loss of a subsystem, for the failure of the 
AS triggering a signal or activating a mechanical system, and for 
redundant groups of four input cards or of four sensors. 

This process allowed correction of anomalies in the models, e.g., 
related to unit interpretation in reliability data (/h instead of/d), test 
scheme parameter, preliminary high order CCF calculation and con-
servative grouping of failure modes. The remaining differences between 
the models are results of deliberate methodological choices, which are 
discussed in the following chapters. 

7. Results 

7.1. Main results 

The main results of the six PSA models are presented in Table 6 and 
Fig. 7. In addition to the CDF per reactor year (ry), the failure proba-
bilities of safety signals RS, ADS and SWS are presented. NRG’s model 
has the highest CDF and failure probabilities. UJV’s results are also 
significantly larger than the results of the other models. The reason why 
NRG’s and UJV’s results stand out is the very conservative modeling of 
CCFs of the analog input modules as will be discussed later. EDF, KAERI 
and VTT have quite similar results due to similar modeling assumptions, 
despite of different levels of abstraction used in the modeling. GRS’s 
ADS failure probability is smaller than in the other models, while GRS’s 
results are otherwise third largest. This is because GRS used quite 
different assumptions in modeling software failures compared to the 
others. 

The main issue causing differences between the results of different 
models is the CCF modeling of 16 analog input modules. No PSA soft-
ware tool offers the capability to manage all CCF combinations of an 
alpha-factor group of 16 components. Therefore, different workarounds 
were used in the models:  

• NRG and UJV used RiskSpectrum’s simplification where all CCF 
combinations with at least four components were combined into one 
basic event and treated as a full CCF. This approach appeared to be 
very conservative resulting in about ten times larger risk contribu-
tion of AI modules compared to the other models, because most CCF 

events with at least four components do not really cause complete 
system failure.  

• EDF and VTT calculated all AI CCF combinations in a spreadsheet, 
grouped combinations with the same impact and summed the 
probabilities of relevant combinations to calculate probabilities for 
CCF basic events used in the model. This approach is otherwise ac-
curate, except that it leaves out single failures and partial CCFs that 
would have an impact on the system only if multiple such events 
would occur.  

• KAERI merged AI module pairs for CCF modeling so that the group of 
16 components was reduced into a group of 8 components. The new 
alpha-factors were calculated based on the original alpha-factors so 
that the new alpha1 is alpha1+alpha2, the new alpha2 is alpha3-
+alpha4, etc. This is not an exact solution, but it produced a result 
only slightly smaller than the results of EDF and VTT.  

• GRS did not model the CCCG of 16 components, but two CCCGs of 
eight components. GRS applied the beta-factor model instead of the 
alpha-factor model. 

Software failure modeling also caused differences in the results. The 
main differences were the following:  

• The most popular option applied by EDF, GRS, KAERI, NRG and VTT 
was to use an additive approach to CCF probabilities meaning that 
the given AS failure probability was applied to each AS module and 
the given OP failure probability was applied to each OP module.  

• UJV used a distributive approach were the given AS and OP failure 
probabilities were divided between different AS/OP modules, i.e., 
the given probability was interpreted as the total AS/OP probability 
covering all modules. This lowered UJV’s results compared to the 
other models and explains the differences compared to NRG’s results.  

• Most participants applied a beta-factor of 1 (or close to 1) to software 
CCFs, but GRS applied significantly smaller beta-factors resulting in a 
very small risk contribution of software failures. 

Fig. 8 presents the probabilities that the RPS is lost completely due to 
hardware, AS and OP failures respectively. NRG’s and UJV’s hardware 
contributions are large due to the conservative AI CCF modeling. UJV’s 
AS and OP failure probabilities are smaller due to the different approach 

Table 5 
Comparison of the estimated probabilities of the macro-failures leading to the RPS loss.  

Macro-failure in both subsystems EDF EDF interm. GRS GRS interm. KAERI NRG UJV VTT 

HW: 6oo16 CCFs of AI 2.50E-04 2.64E-05 3.79E-05 3.75E-05 1.61E-05 3.29E-04 3.28E-04 1.56E-05 
HW: CCFs of 6oo8 APU/PM 7.08E-06 1.22E-04 1.84E-05 4.65E-06 6.75E-06 6.71E-06 7.88E-06 
SW: CCFs of APU AS 0 4.20E-06 0 0 5.00E-06 0 
HW: CCFs of 6oo8 APU/CL 3.57E-05 9.76E-05 3.40E-05 3.46E-05 3.42E-05 3.92E-05 
SW: generic OP failure of AI, PM, CL modules in APUs 3.00E-05 1.26E-06 3.00E-05 2.80E-05 5.25E-06 3.00E-05 
SW: generic OP failure of CL, PM, DO modules in VUs 3.00E-05 1.61E-04 1.26E-06 3.00E-05 2.70E-05 5.25E-06 3.00E-05 
HW: CCFs of 8oo8 VU/CL 8.02E-06 9.76E-05 7.93E-06 8.41E-06 7.79E-06 8.81E-06 
HW: CCFs of 8oo8 VU/DO 3.21E-06 3.92E-05 3.02E-06 3.32E-06 3.12E-06 3.53E-06 
HW: CCFs of 8oo8 VU/PM 1.58E-06 1.84E-05 1.51E-06 1.68E-06 1.56E-06 1.74E-06 
SW: CCFs of VU AS 1..00E-04 4.20E-06 1.00E-04 1.00E-04 5.00E-05 1.00E-04 
HW: CCFs of 6oo8 SR 3.57E-07 3.75E-07 3.75E-07 0 1.57E-07 8.64E-08 3.92E-07 

AI, analog input module; APU, acquisition and processing unit; AS, application software; CCF, common cause failure; CL, communication link; DO, digital output 
module; HW, hardware; OP, operating system/platform software; PM, processor module; SR, sub-rack; SW, software; VU, voting unit. 

Table 6 
Core damage frequency and failure probabilities of the RS, ADS and SWS signals from each model.   

EDF GRS KAERI NRG UJV VTT 

CDF [1/ry] LMFW 6.33E-05 6.68E-05 6.28E-05 7.78E-05 7.30E-05 6.32E-05 
Signal generation failure probability [¡] RS 2.50E-04 3.21E-04 2.38E-04 5.40E-04 4.50E-04 2.37E-04 

ADS 5.27E-04 3.44E-04 4.77E-04 7.77E-04 6.30E-04 5.10E-04 
SWS 2.50E-04 2.83E-04 2.24E-04 5.40E-04 4.50E-04 2.37E-04 

ADS, automatic depressurization system; CDF, core damage frequency; LMFW, loss of main feed-water; RS, reactor scram system; ry, reactor year; SWS, service water 
system. 
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in software modeling. GRS’s AS and OP failure probabilities are very 
small due to the use of small beta-factors. On the other hand, GRS’s 
hardware contribution is large due to the use of the beta-factor model. 
EDF’s, KAERI’s and VTT’s failure probabilities are similar and quite 
balanced. 

All the differences in the results can be explained by differences in 
the modeling assumptions, parameters and CCF modeling workarounds 
(a detailed comparison is found in the task report [22]). The selected 
levels of modeling detail or the overall modeling approaches did not 
cause any significant differences in the results. Even though the models 
of EDF and VTT were simplified so that single failures of digital I&C 
components were not modeled, their results were completely in line 
with the results of the detailed models, because CCFs totally dominated 
the digital I&C related risk. The modeling approach of GRS was an 
exception, because it is restricted to apply the same CCF model to 
hardware and software, and therefore, it would not be possible to pro-
duce the results of the other participants by that approach. However, if 
hardware and software were separated in GRS’s unit level modeling, the 
approach could also produce approximately same results. 

Active switching of the voting logic due to detected failures was 
modeled by four participants. It did not have any significant impact on 
the results, because such conditions last only a short time as detected 
failures were assumed to be repaired in 8 h. Therefore, it is not neces-
sarily worthwhile to model logic switching. The need for such detailed 
modeling should be considered carefully because it is quite complex. In 

some applications, like risk monitor, the modeling might anyway be 
beneficial. 

7.2. Sensitivity analyses 

7.2.1. Software failures 
The sensitivity of the results on variations in AS and OP failure 

probabilities was studied by each participant. The results for the CDF 
and the failure probability of the RS signal are presented in Fig. 9. In 
most models, software failures dominate the results when their proba-
bilities are 1E-3 or larger. The previously discussed differences in the 
modeling of software failures also affect these results so that the sensi-
tivity is the smallest in the model of GRS, and also UJV’s results are 
below the results of others. 

7.2.2. Fault tolerant techniques 
To study the impact of failure detection coverages to the results, a set 

of sensitivity analysis cases was prepared. In order to simplify the 
analysis, the detection coverages of periodical testing were firstly set to 
0 to create a test reference case. This means that failures that would be 
detected only by periodical (P) testing or full-scope testing were now 
assumed to be only detected by full-scope testing (hence notation “P =>

F”), and failures that would be detected by all testing alternatives were 
now assumed to be detected only by automatic testing or full-scope 
testing. Secondly, the detection coverages of automatic testing were 
varied for those modules subject to automatic testing to create sensi-
tivity analysis cases. The detection coverages in different cases are 
presented in Table 7. It specifies for each parameter set (from A = 0 to A 
= 1) the proportion of failures detected both by full-scope testing and 
automatic testing (noted FA). The complementary proportion of failures, 
i.e., 1 – FA, are detected by full-scope testing only. Failures in the 
modules not subject to automatic testing (see Table 1) were assumed to 
be detectable by full-scope test only in all of the sensitivity cases. 

The sensitivity analysis results for all models are presented in Fig. 10. 
In the models of UJV and NRG, a significantly larger sensitivity is 
observed, as the RPS has a much larger risk contribution in those models 
(around 50% for the CDF) than in other models (25% for the CDF). This 
is caused by the conservative AI CCF modeling. For other participants, 
the sensitivity is more or less at the same level, even if the GRS’s results 
are at a higher level. It can also be observed that setting the detection 
coverage of periodical testing to 0 increases the CDF. Periodical testing 
actually has larger impact on the results than automatic testing, because 
the coverage of the periodical testing is larger; even in case A = 1, the 

Fig. 7. Core damage frequency and failure probabilities of the RS, ADS and SWS signals from each model.  

Fig. 8. Probability of complete loss of the RPS by hardware (HW), AS and 
OP failures. 
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risk is higher than in the baseline model, because periodical testing was 
removed from the model. All in all, the results highlight the importance 
of good coverage of periodical and automatic testing, because the in-
terval of full-scope testing is much longer. In the baseline model, the 
unavailability related to failures not detected by periodical and auto-
matic testing dominates the risk contribution of hardware components. 

7.2.3. Diversity between subsystems 
In the baseline models, it was assumed that the subsystems (RPS-A 

and RPS-B) are identical, except that they implement different safety 
signals. Therefore, CCFs between the subsystems were modeled and they 
dominate the results. A sensitivity case was developed by revising this 
assumption so that the subsystems were assumed to be completely in-
dependent, with no possibility of CCFs between them. The results of this 
sensitivity case are presented in Table 8. The failure probabilities of the 
RS and SWS signals are reduced by three decades, when the possibility of 
CCFs between the subsystems is eliminated, and the contribution of the 
RPS to the CDF becomes very small. The failure probability of the ADS 
signal, on the other hand, does not change, because only one subsystem 

Fig. 9. Sensitivity of CDF and RS signal failure probability with regard to variation in AS and OP failure probability.  

Table 7 
Sensitivity cases for fault detection coverage.   

Parameter Set A = 0 A– A- Test Reference Base (P => F) A+ A++ A = 1 

Unit Module FA: Proportion of failures detected by both F and A 

APU AI 0 0.15 0.30 0.6 0.80 0.90 1 
PM 0 0.20 0.40 0.8 0.90 0.95 1  
SR 0 0.225 0.45 0.9 0.95 0.95 1 

A, automatic testing; AI, analog input module; APU, acquisition and processing unit; F, full-scope testing; P, periodic testing; PM, processor module; SR, sub-rack. 

Fig. 10. Results of fault detection coverage sensitivity cases.  

Table 8 
Results for the case with full diversity between subsystems.   

EDF GRS KAERI NRG UJV VTT 

CDF [1/ry] LMFW 5.08E-05 5.08E-05 5.09E-05 5.09E-05 5.10E-05 5.08E-05 
Signal generation failure probability [¡] RS 2.76E-07 1.64E-07 3.26E-07 3.40E-07 1.20E-07 2.53E-07 

ADS 5.25E-04 4.05E-04 5.06E-04 4.99E-04 3.50E-04 5.03E-04 
SWS 2.00E-07 1.55E-07 3.14E-07 3.28E-07 1.10E-07 2.42E-07 

ADS, automatic depressurization system; CDF, core damage frequency; LMFW, loss of main feed-water; RS, reactor scram system; ry, reactor year; SWS, service water 
system. 
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is used to generate it. 

8. Discussion 

The main findings identified during the process of comparing various 
modeling options and evaluating the quantitative results of the reference 
case were summarized by the task group into a set of lessons learned:  

• Qualitative lessons learned: These lessons capture the findings from 
the modeling exercise, i.e., they are related to the process required to 
reach a consensus on the interpretation of the system to be modeled 
and produce comparable results.  

• Quantitative lessons learned: These lessons have been derived from 
the PSA quantification. 

Whether or not the findings can be directly transferred and applied to 
other cases and problem settings needs to be verified on a case-by-case 
basis. However, in the opinion of the task group, the reference case re-
flects practice sufficiently to be an appropriate reference for comparison 
of alternative PSA modeling options. 

In addition to these lessons, the selection of modeling and parameter 
assumptions in the work is reflected upon. 

8.1. Qualitative lessons learned 

This section presents main findings which were identified from the 
process of modeling the of reference case. 

8.1.1. Interpretation of the digital I&C system 
The modeling effort required by the task group members showed that 

the interpretation of how the digital I&C system behaves in different 
failure scenarios is not trivial. In fact, it requires understanding of 
various aspects of the digital I&C specification, the system design and 
operation including maintenance and testing regimes, which may not be 
documented in a format easily useable by a PSA practitioner. For 
example, while the design documentation is typically focused on how 
the system should work, the PSA specialist is generally more interested 
in understanding if and how its functionality could be affected by fail-
ures. Therefore, the task group considers close cooperation between 
digital I&C engineers and PSA experts to be required in order to model 
the digital I&C correctly and adequately in PSA. This cooperation can be 
beneficial both in terms of developing an accurate PSA model but also to 
inform digital I&C engineers how the reliability of the digital I&C sys-
tems could be improved. 

8.1.2. Value of benchmarking 
The comparison work within the task group highlighted the value of 

benchmarking between different models. In fact, the iterations needed 
to consolidate the assumptions in the reference case helped identifying 
problems and improvements to the PSA models. This is important 
particularly in case of digital I&C systems, because of their complexity 
and the multitude of the possible failure mechanisms of components, 
and the complex and highly redundant system architecture. 

Therefore, the task group can recommend developing and comparing 
different PSA models at various phases of the design (e.g., digital I&C 
supplier model vs licensee model) and licensing (e.g., support model for 
regulator to inform discussions with the licensee). This could be deliv-
ered by means of an independent PSA modeling (even simplified), e.g., 
developed by an independent party as part of a PSA validation, by the 
regulator, or its technical support organization. 

8.1.3. Level of modeling abstraction 
The modeling approaches chosen by task group participants were 

different e.g., in terms of modeling details and number of basic events, as 
presented in Chapter 5. The various modeling approaches adopted in the 
task group highlighted the impact of different levels of abstraction and 

simplification in modeling. 
The most important finding is that irrespective of the level of detail of 

the modeling, the results of the different models are essentially the same, 
provided the modeling is correct and the same set of assumptions are 
used. In other words, if the modeling is correct and fit for the purpose of 
the analysis, it is a matter of the preferences of the analyst whether to 
make model simplifications or not. 

Another important finding is that the same level of understanding of 
the digital I&C system and its failure behavior is required for any level of 
modeling detail. At a low level of abstraction, this understanding is 
needed for the detailed explicit modeling of each failure mode of every 
component and software module in the digital I&C system. In a highly 
abstract model using detailed quantitative side analyses or previous 
experiences, the same level of understanding is needed to define the 
possible simplifications and translate these into a reliability model ac-
counting for the key contributors. 

The model simplifications can be made at different levels. This can 
save time in building and maintaining the model, at the cost of the level 
of detail of the results. The development of a simplified model can 
however require several iterations as it is not necessarily known be-
forehand what kind of simplifications can be made. When deciding on 
the abstraction level it needs to be carefully ensured that nothing 
important is left out. What is important depends to a large extent on the 
application of the PSA model. 

The level of detail is not universal nor rigidly set. A pragmatic 
approach can be followed, by skipping details when they show to be 
negligible. It may also be useful to model some details in background 
analyses so that the PSA model itself does not become very complex. 

In general, the following aspects play a role in choosing the level of 
modeling detail:  

- PSA application: safety assessment, design evaluation, support of 
nuclear power plant operation, etc.: what is the required level of cut 
set information?  

- Modeling effort (time and resources) required for detailed modeling 
versus expertise and skills needed in the construction of an abstract 
model (including R&D work).  

- Possibility to re-use the structure of a compact model for several 
functions, to automatize the modeling, and to be flexible regarding 
the need for detailed modeling for specific applications of PSA. 

- Ease of communication of results; detailed information vs. aggre-
gated information.  

- Level of detail of available data (depending on the maturity of the 
project, detailed failure data of I&C hardware and software compo-
nents vs. global functional failure modes of I&C systems).  

- Functional limitations of the PSA tool.  
- Maintenance effort of the model (implementation of future system 

changes and upgrades). 

8.2. Quantitative lessons learned 

This section presents some insights gained from the quantification of 
the test case. It is worth noting that some of these findings cannot be 
generalized to other cases, although in the opinion of the task group this 
digital I&C system is a realistic enough representation of a typical sys-
tem used in new nuclear power plants. Challenges related to quantifi-
cation beyond this study are also discussed. 

8.2.1. Common cause failures 
The risk related to digital I&C was completely dominated by CCFs 

between redundant modules, particularly CCFs causing failures of both 
subsystems. This was not a surprise. The identification of CCCGs is a key 
issue in digital I&C PSA because digital I&C systems include typically 
many identical hardware and software components in redundant con-
figurations, in different modules and in different subsystems. Different 
interpretations about the extent of independence and diversity to protect 
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against CCFs occurring within a single I&C subsystem or affecting 
multiple redundant subsystems (e.g., RPS and engineered safety features 
actuation system) can lead to very different results as demonstrated 
during the benchmarking process as well as by the sensitivity case 
assuming full diversity between subsystems. 

The contributions of hardware and software varied among the 
models, but both were found important contributors in general. The CCF 
modeling of both hardware and software is, of course, an important 
issue, but also the failure probability of a single component is important 
as it affects the CCF probabilities when using a parametric CCF model. 

8.2.2. Software failures 
In this study, AS failures were more important than OP failures, but 

also OP failures had a significant risk contribution. Sensitivity analyses 
showed that either AS or OP failures could dominate the results if very 
large/conservative failure probabilities were used. On the other hand, if 
a beta-factor smaller than 1 can be justified for software CCFs, it can 
significantly decrease the risk contribution of software. When assessing 
software CCFs, it is important to consider two different CCF types: CCFs 
between redundant software modules processing identical signals/ 
functions and CCFs between redundant software modules processing 
different, but (partly) redundant signals/functions. How to systemati-
cally reflect all these CCF conditions in the actual CCF parameters is 
challenging. 

Estimation of software failure probabilities and CCF parameters is a 
challenge on which there is no consensus yet. Many of software reli-
ability analysis methods can be found from literature [2,37,38], but 
most of the methods have not been developed for nuclear power plant 
PSA, and particularly lack consideration of CCFs. For nuclear power 
plant PSA, some methods and guidance have been developed [8,39–42], 
but international consensus has not been achieved yet. The data on 
software failures is very limited, though it has been possible to apply 
operating experience in some cases [43]. Typically, “standard values” or 
expert judgments are applied in PSA [44]. In some cases, even if there is 
a reliability estimate for software, it can be difficult to apportion it to AS 
and OP. It is therefore a good practice to perform sensitivity analyses for 
software failure probabilities. 

8.2.3. Hardware failures 
Failure rates for single hardware failures can be well estimated based 

on existing data, but there is little data for CCF parameters, particularly 
when the CCCGs are large. Options are to use generic CCF parameter 
values, like in this study, or apply engineering judgment -based methods 
[8,45]. Very large CCCGs (more than eight components) are not only a 
challenge for parameter estimation, but also for PSA modeling as the 
number of possible CCF combinations becomes too large to manage in 
minimal cut set computation. The alpha-factor model and other similar 
parametric models become impractical when the group sizes are large. 
The PSA analyst should be aware of PSA software tool limitations and 
carefully evaluate workarounds before applying them. A practical CCF 
model for large CCCGs would be needed, taking into account data 
collection challenges and that identical modules can be used for 
different purposes in digital I&C systems, i.e., not all CCF combinations 
with the same length have the same consequence. The modified 
beta-factor model proposed in Ref. [8] could be a solution to these 
challenges as it enables simple modeling of CCFs at different levels (e.g., 
within subsystem, between subsystems and between systems), but on 
the other hand, its treatment of CCF combinations is very simplified. 

In line with earlier studies (e.g. Ref. [46]), the results show that 
hardware failure (and CCF) probabilities also depend significantly on 
failure detection coverages of FTTs. In this study, the contribution of the 
hardware resulted mostly from failures that cannot be detected by any 
other means than full-scope testing. The reason for this is that the 
full-scope testing interval of 4380 h is much longer than the testing in-
tervals of automated tests and the repair time. This means that the 
portion of failures not covered by automated tests is particularly 

important. It makes a big difference if this uncovered portion is e.g., 1% 
or 10%. 

8.2.4. Modeling issues with little importance 
Active switching of the voting logic due to detected failures had 

practically no impact on the results. The main reason is that detected 
failures are repaired in a relatively short time, which was assumed to be 
8 h, so that the alternative voting configurations are in effect only for a 
short time. In addition, the active switching of the voting logic was 
defined so that detected failures alone cannot cause the system to fail on 
demand, but undetected failures are also needed for that. The signifi-
cance of detected failures and active switching of voting logic can, of 
course, depend on the parameters of the model. Furthermore, those 
could be more important in case of spurious actuations, which were not 
considered in this study, or in specific applications like risk monitors. 

Failures of testing equipment had small risk contributions. The main 
reason is that failures of testing equipment alone do not have impact on 
the system, but also failures of the tested components are needed. The 
risk contributions of testing equipment are also dependent on model 
parameters, such as failure detection coverage. 

8.3. Modeling and parameter assumptions 

To be able to meaningfully compare the results, the participants 
agreed on a set of common modeling assumptions. However, the ques-
tion on most appropriate assumptions remains open, and further dis-
cussion on these could be the subject of new work. Similarly, for the 
parameters, the set of values has been unified, but again many variations 
could be justified. 

8.3.1. Qualitative modeling choices 
Hardware CCCG definitions. Before agreeing on common CCCG 

definitions, the CCCG scopes varied significantly among DIGMAP par-
ticipants. This demonstrated that there is a large underlying expert 
judgment in this regard. It concerns the distinction that can be made 
between the nature of a component (CCCG of all PMs) and their functional 
role (PMs in APUs distinguished from PMs in VUs), or even the strict 
identity of their function (PMs implementing the same signals). This can 
result in making strong and potentially excessive assumptions of inde-
pendence. Conversely, a very cautious vision leads to practical problems 
(too large CCCG) and conservatisms that are difficult to quantify. 

Software CCCG definitions. Because identical copies of OP software 
appear in redundant parts of a system, there might not be any problem in 
setting CCCGs. However, one can notice that there is never quite a 
consensus between the participants on how to define the CCCGs, and 
this is mainly due to the underlying level of granularity of analysis. At 
the OP level, the software can be considered globally, as a single entity 
that assumes the central function of managing all the other application 
programs, or at the firmware level of each type of component. This 
choice of level of detail has no consequences in principle but opens the 
way to significant differences in the interpretation of reliability data, e. 
g., it makes a significant difference whether the same OP failure prob-
ability value is applied at the OP level or at the firmware level of each 
component type. 

For the AS, the collective choice, with one exception, was to group 
together in CCCGs only the exact copies for the APUs (thus separating 
subsystem A and subsystem B), but on the other hand all the instances of 
the two subsystems for VUs. The benefit of these simplifications has 
already been mentioned, but it can be seen that there is a deviation from 
reality (optimistic for APUs, and conservative for VUs). More funda-
mentally, a “block” view of the subsystems from the AS point of view 
prevents consideration of a software error that would affect a specific 
function, without damaging other functions implemented on the same 
processors. This block view is not fully realistic and prevents the claim 
for functional diversifications which would increase the robustness of 
the system. 
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8.3.2. Calibration of parameters 
Hardware CCF parameters. The adoption of shared hardware CCF 

parameters was necessary to avoid too obvious differences in the results. 
This should not overshadow legitimate settings that may be discussed in 
a real project. The chosen parameters are essentially based on analog 
I&C operating experience. The values of the alpha parameters are a 
priori values supposed to be updated by the operating experience. 
Values for large orders are essentially constructed by a “mapping up” 
method, likely to be conservative. 

These CCF assessments could also be put into perspective by taking 
into account precautionary design features or supposed operating con-
ditions. For example, the evaluation of the CCFs of the analog acquisi-
tion modules (from the given alpha parameters) could be revised by 
expert judgment, when they are assigned different functions (acquisition 
of diverse measures), since it can be argued that generic failure modes 
(such as a sizing problem) do not apply uniformly. Similarly, from one 
subsystem to another, the application context of the PMs of the APUs 
could be considered sufficiently diversified to decrease the probability of 
a CCF that would affect both subsystems at the same time. 

Software CCF parameters. As discussed before, the (relative) di-
versity between two AS could be represented. A relative probability of 
failure could be applied to AS based on different criteria (triggering AS 
in APU) or sending different orders (actuating AS in VU). A quantitative 
differentiation of the AS modules could also be considered, as for AS, the 
processing of the actuation of a system (once the signal is set to “true”) 
could be judged safer than the triggering phase of the order: the first is 
indeed fully tested by periodic test, while the second is usually not 
exhaustively tested, because of the variability of the inputs. 

Due to its unalterable and strictly copyable nature, there is a hesi-
tation to consider the different instances of the same software in 
different divisions as distinct components, liable to fail at different 
times. Faced with the difficulty of characterizing the properties of the 
execution context that would explain differences in behavior from one 
instance to another, the most conservative choice (namely a full de-
pendency) is difficult to challenge. There is however matter to discuss, 
for example, the partial independence of OPs between the two sub-
systems. The suggested value of β = 1, for the OPs, between the two 
subsystems, could be relaxed, because the application contexts are 
different (as different safety functions are implemented in each sub-
system) and preventive features of diversification can be implemented 
(like a slight differentiation of the cycle durations between the two 
subsystems). 

9. Conclusions 

This paper summarizes the key findings from a comparative work 
within the OECD/NEA on digital I&C reliability modeling within the 
nuclear field. The approach with different organizations having inde-
pendently developed their own PSA models of a simplified reference 
case representing a nuclear power plant with emphasis on digital I&C 
systems important to safety proved to be an efficient way of gaining 
more experience and insights on the topic. 

Based on a comparison of the models and observations during the 
whole work process, both qualitative and quantitative lessons were 
learned. Various modeling approaches were categorized based on the 
level of abstraction of the actual PSA model, and it was concluded that 
similar results were obtained regardless of approach as long as the basic 
assumptions on the system were consistent. It was found that interpre-
tation of the digital I&C system behavior in failure scenarios is far from 
trivial, in real-world cases requiring close cooperation between the PSA 
analyst and the I&C engineers and operation, and the benchmarking 
between models proved beneficial not only in comparing the modeling 
approaches but also in their quality assurance. From the quantitative 
point of view, the analysis showed which elements are dominating the 
results and which ones have only a minor effect. Not surprising, the 
definitions of CCCGs, i.e., assumptions on (in)dependencies between 

systems have a substantial effect on the results. This work will hopefully 
bring the field one step further on the path towards commonly agreed 
best practices in PSA modeling of digital I&C in the nuclear context. 

During the work, a number of topics where further research and 
international cooperation would help gaining additional useful insight 
were identified. Following the positive response of the current activity, 
both within the group and from external reviewers, a follow-up task 
within the WGRISK was initiated in 2022 using a similar comparative 
approach but extending the scope towards even more realistic settings. 
The new task “A Realistic Comparative Application of Digital I&C 
Modelling Approaches for PSA (DIGMORE)” will focus on supporting the 
enhancement of the probabilistic assessment methodology by providing 
guidance for PSAs with respect to digital I&C systems. This will be 
achieved through an extension of the DIGMAP test case, considering 
additional interactions important to safety throughout the plant I&C 
architecture during the course of accident sequences (including, e.g., 
spurious actuations). It was also identified that international coopera-
tion activities would be beneficial, with the aim to build consensus on a 
set of qualitative or quantitative considerations to be used for the esti-
mation of central software and CCF parameters or to support the 
development of guidance, or guiding principles, for regulatory purpose 
regarding interpretation of the digital I&C system PSA results and 
integration of the analysis into the validation and verification process of 
the digital I&C. It was further found that the modeling of large CCCGs 
would benefit from methodology development to find practical and 
pragmatic solutions that can be implemented in PSA software tools. 
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