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Abstract  

With the recent proliferation of memory-intensive workloads such as deep learning, analyzing memory 

access characteristics for efficient memory management is becoming increasingly important. Since read and 

write operations in memory access have different characteristics, an efficient memory management policy 

should take into account the characteristics of these two operations separately. Although some previous studies 

have considered the different characteristics of reads and writes, they require a modified hardware 

architecture supporting read bits and write bits. Unlike previous approaches, we propose a software-based 

management policy under the existing memory architecture for considering read/write characteristics. The 

proposed policy logically partitions memory space into the read/write area and the write area by making use 

of reference bits and dirty bits provided in modern paging systems. Simulation experiments with memory 

access traces show that our approach performs better than the CLOCK algorithm by 23% on average, and the 

effect is similar to the previous policy with hardware support. 
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1. Introduction 

 Due to the recent proliferation of memory-intensive workloads such as big data processing and deep 

learning, analyzing page access characteristics for efficient memory management is becoming increasingly 

important [1]. Page access is known to have strong temporal locality, implying that a recently accessed page 

is highly likely to be accessed again [2]. To utilize this property, the CLOCK algorithm and its variants are 

widely adopted as memory management policies [3, 4]. However, such policies simply keep recently accessed 

pages in memory without distinguishing read and write operations. Some recent studies try to utilize read and 

write references separately for further improving the efficiency of memory management [3, 5]. This is also 

related to the emergence of storage media such as flash memory and NVRAM, which have asymmetric 

read/write access latency [5, 6]. Although NVRAM can also be adopted in memory layers due to its byte 

addressable features, it is more attractive as high performance storage medium because it is relatively slower 

than DRAM [7, 8]. 
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As flash memory and NVRAM have asymmetric read/write latency, an efficient memory management 

policy needs to take into account the relative performance of each operation. From this point of view, pages 

residing in memory can be categorized as clean pages and dirty pages. A clean page is a page that has only 

been read after loaded into memory. As the original data is also maintained in storage, it can be simply 

discarded when a clean page is evicted from memory. On the other hand, a dirty page is a page  that has been 

written at least once after being loaded into memory; when such a page is evicted from memory, it should first 

be reflected to storage. In other words, since a dirty page accompanies a write operation to storage, it is 

necessary to raise the in-memory priority of dirty pages when slow-write media such as flash memory and 

NVRAM are adopted [3]. 

Meanwhile, it has been observed that reads and writes of memory pages have different access characteristics 

[2, 3]. In read access, temporal locality is strong, so there is a high possibility of re-accessing recently read 

pages, whereas temporal locality of write access is relatively weak and irregular. Although some memory 

management policies consider these different characteristics of reads and writes, their assumption is that read 

and write accesses can be separately tracked by hardware assistance [3]. However, it is not easy to identify 

read and write operations from each page access in memory systems. This is because only a bit setting is 

performed by hardware in each memory access, from which we cannot recognize whether reading or writing 

occurs. Specifically, memory management hardware sets the reference bit of a page to 1 whenever the page is 

accessed regardless of reading or writing. When the access is write, a dirty bit of the page is also set to 1. 

Therefore, in order to distinguish an operation type for each memory access, modifications in hardware 

architecture are required.  

In this article, we discuss how to take into account the different characteristics of read and write operations 

in designing a memory management policy without modifying hardware architectures. Previous studies have 

argued that a hardware architecture with read bits and write bits is necessary to utilize the characteristics of 

read/write operations. Lee et al. propose separate settings of memory access bits for different operation types 

to exploit the access characteristics of reads and writes in memory management [3]. Park et al. argue that 

distinguishing instruction and data access as well as reads and writes is necessary for further improving 

memory system performance as the cost of accessing instruction and data storage is different [9]. However, all 

of these studies assume architectural support for bit settings in their memory management policies. In contrast, 

this article suggests an alternative method that exploits reference bits and dirty bits provided by the current 

hardware architecture. For example, the Intel x86 architecture sets the dirty bit of a page table entry when there 

is the first write access to a memory page; our approach does not need the modification of such architectures 

because we use the supported dirty bits as-is, differentiated from previous studies. Through simulation 

experiments by replaying memory access traces of various workloads, we show that the proposed method 

performs better than the CLOCK algorithm by an average of 23%. In addition, we show that the effect of the 

proposed method is almost identical to the result that requires the support of hardware architecture. 

 

2. The CLOCK and CRAW Algorithms 

It is known that page access in virtual memory systems has strong temporal locality [3]. Temporal locality 

refers to the property that a more recently accessed page is more likely to be accessed again in the near future. 

For access characteristics with temporal locality, the LRU (least recently used) algorithm is known to be 

optimal [10]. The LRU algorithm discards the oldest accessed page from memory when free memory space is 

necessary. The LRU algorithm uses a linked list to sort pages in memory according to their access order and 

whenever a memory access occurs, the accessed page moves to the highest priority position in the list. Since 
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LRU is simple to implement, it is widely used in various computing environments such as file caching and 

web caching [11, 12]. However, in a memory system, it is almost impossible to update the access time 

information of a page whenever it is accessed. This is because the operating system kernel cannot perform list 

manipulations for all memory accesses. It is also difficult to maintain the time information of each memory 

access with hardware support. Therefore, in the current memory system architecture, the CLOCK algorithm is 

used as an approximation of LRU [4]. When a memory page is accessed, the reference bit of the page is set to 

1 instead of maintaining the exact access time. Based on these reference bits, CLOCK sequentially scans all 

pages to search pages that have not been recently accessed when free memory space is needed. During this 

scan, if a memory page with the reference bit set to 1 is found, it is reset to 0; otherwise, if a page whose 

reference bit is 0 is found, it is discarded. 

The CRAW (CLOCK for read and write) algorithm has been proposed as a memory management policy 

that exploits read and write references separately [3]. CRAW manages the memory area by dividing it into a 

read area and a write area to consider the asymmetric cost of read/write operations when using flash memory 

as a virtual memory swap device. In order to minimize the I/O cost of the flash memory, the contributions of 

the read and write areas are investigated and the sizes of the two areas are dynamically adjusted.  CRAW selects 

victim pages in each area like CLOCK, but read and write bits are used instead of the reference bit to separately 

utilize the characteristics of read/write references. To compensate for the weak temporal locality of write 

references, the write frequency is used together in the write area. Since a write operation to flash memory costs 

2 to 8 times higher than a read operation, CRAW assigns higher priority to pages in the write area than the 

read area. CRAW maintains two history lists, a read history list and a write history, to monitor the impact of 

the read/write areas and adjusts them accordingly. The history lists temporarily preserve the metadata of a page 

evicted from memory to indicate that the page has recently been released. Through the page access information 

in the history lists, the performance effect when the size of the area is enlarged can be expected. For example, 

if pages belonging to the read history list are frequently referenced, we can improve performance by enlarging 

the read area. CRAW adjusts the size of the areas by considering not only page hits in the history lists but also 

the cost of an operation that occurs during storage I/Os. 

Figure 1(a) shows the circular linked list managed by CLOCK, and Figure 1(b) shows the read and write 

areas, and their history lists managed by CRAW. When read and write references occur to the same page, 

CRAW maintains that page in both read and write areas simultaneously. Since one page can exist in multiple 

areas, a page can be discarded from the physical memory only when it is not connected to any area.  

 

3. Considering Read/Write Characteristics in Memory Management 

Previous studies exploiting the read/write characteristics of memory access assume that the two operations 

can be captured separately by the memory management system. For example, CRAW assumes that read/write 

bits can be set when a read/write reference occurs. Although these two bits are similar to the reference bit and 

the dirty bit in the current paging system, they are not supported by the existing memory management hardware. 

Thus, in order to realize memory management with the separation of reads and writes, hardware modifications 

is necessary. 

This article aims to exploit the different characteristics of read and write references at the operating system 

layer without the modification of hardware architecture. That is, we only make use of the reference bit and the 

dirty bit provided by the existing architecture. As it is not possible to separate read access from the two existing 
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bits (i.e., reference bit and dirty bit), the only way we can pursue is to extract read and write accesses together 

according to the semantics provided by the reference bit and the dirty bit. That is, since both reading and 

writing cause the setting of the reference bit, the overall access characteristics are extracted through the 

reference bit of the page, and the characteristics of write access can be captured by making use of the dirty bit. 

Just as CRAW uses the read bit and the write bit to manage the read area and the write area, respectively, 

the proposed policy manages the total area (i.e., read+write area) and the write area by utilizing the reference 

bit and the dirty bit, respectively. In order to accurately reflect the meaning of the bits, when a write access 

occurs to a certain page, we add it to both the total area and the write area. This allows for determining the size 

of the two areas accurately based on the exact contribution of each area with respect to the two operations. 

This is reasonable as the temporal locality considering both read and write accesses shows a similar distribution 

to the temporal locality of read access only [3]. In contrast, the temporal locality of write access is very different, 

and this is well taken into account in our policy by managing a separate write area. Figure 1(c) briefly shows 

the data structure of the proposed policy in comparison with CLOCK and CRAW.  

 

4. Simulation Experiments 

To evaluate the performance of the proposed policy, we conduct simulation experiments by replaying the 

memory access traces. Our trace consists of four workloads on Linux: kghostview, freecell, xmms, and geeqie 

[13]. Figure 2 shows the execution time of the three policies as the memory size is varied. Note that the 

 
(a) CLOCK                         (b) CRAW                              (c) Proposed 

Figure 1. Comparison of data structures used in CLOCK, CRAW, and the proposed policy. CLOCK 

uses a single circular list; CRAW uses two circular lists for read and write areas along with their history 

lists; the proposed policy uses two circular lists for total and write areas along with their history lists.  
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execution time is expressed as a relative value of the CLOCK’s result. As shown in the figure, CRAW and the 

proposed policy show superior performance compared to CLOCK, and the improvement is evident when the 

memory size is small with relatively write-intensive workloads such as xmms and geeqie. When the memory 

size is large enough to accommodate the entire workload, pages need not be evicted from memory regardless 

of any policies used and the performance converges to the same result. Conversely, when the memory size is 

small, the performance depends on how judiciously the algorithm works except for some extremely small 

memory cases where it is hard to make a difference in performance. The performance improvement of the 

proposed policy against CLOCK is 23% on average. Though the proposed policy does not need hardware 

supports, its result is similar to CRAW, which requires the assistance of read/write bits.  

 

5. Conclusion 

Since read and write operations in memory accesses have different characteristics, an efficient memory 

management policy should utilize the two operations separately. While previous studies required hardware 

modifications for this purpose, we proposed a software-based management policy under the existing memory 

architecture for taking into account the read/write characteristics. Specifically, the proposed policy logically 

partitions memory space into the total area and the write area by making use of reference bits and dirty bits 

provided in modern paging systems. Simulation experiments with memory access traces showed that our 

approach performed better than the CLOCK algorithm by 23% on average, and the effect was similar to the 

previous policy that needs hardware support.  

    
(a) Kghostview                                     (b) Freecell 

    
(c) Xmms                                          (d) Geeqie 

Figure 2. Comparison of the execution time in CLOCK, CRAW, and the proposed policy as the 

allocated memory size is varied for the four workloads we experiment. 
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