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Abstract

We compared empirically the forecast accuracies of the LSTM model, and the ARIMA model. ARIMA 
model used auto.arima function. Data used in the model is 100 days. We compared with the forecast results 
for 50 days. We collected the stock closing prices of the top 4 companies by market capitalization in Korea 
such as “Samsung Electronics”, and “LG Energy”, “SK Hynix”, “Samsung Bio”. The collection period is 
from June 17, 2022, to January 20, 2023. The paired t-test is used to compare the accuracy of forecasts by 
the two methods because conditions are same. The null hypothesis that the accuracy of the two methods for 
the four stock closing prices were the same were rejected at the significance level of 5%. Graphs and 
boxplots confirmed the results of the hypothesis tests. The accuracies of ARIMA are higher than those of 
LSTM for four cases. For closing stock price of Samsung Electronics, the mean difference of error between 
ARIMA and LSTM is -370.11, which is 0.618% of the average of the closing stock price. For closing stock 
price of LG Energy, the mean difference is -4143.298 which is 0.809% of the average of the closing stock 
price. For closing stock price of SK Hynix, the mean difference is -830.7269 which is 1.00% of the average 
of the closing stock price. For closing stock price of Samsung Bio, the mean difference is -4143.298 which is 
0.809% of the average of the closing stock price. The auto.arima function was used to find the ARIMA model, 
but other methods are worth considering in future studies. And more efforts are needed to find parameters 
that provide an optimal model in LSTM.
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1. Introduction

It was verified by The McKinsey Global Institute that securities and investment services sector used the 
most data [1]. Many investors started to invest through their own analysis methods [2]. Securities and 
investment companies should provide stock-related data suitable for data analysis quickly. Therefore, they 
adopt Open Application Programming Interface (API) as the solution [3]. Investors can store large data 
obtained by open API. And large data is the basis for machine learning and artificial intelligence [4, 5].

There are 22 major securities and investment companies in Korea. But only 6 companies support open API
[6]. We receive data in text format using the open API. Python is effective and convenient for requesting and 
receiving, analyzing text data. Ryu investigated the status of Korean securities companies' open API and 
compared how to receive stock data through open API using Python. It is founded that Daishin Securities Co. 
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is the only open API that officially supports Python, and eBest Investment & Securities Co. unofficially
supports Python [7]. And response times of two open APIs were compared by Ryu [8]. We will get stock 
closing prices using the open API of that Daishin Securities Co. 

A lot of effort has been made for a long time to improve the accuracy of prediction. Forecasting is 
especially important for time series. Because the accuracy of forecasting in time series is directly related to 
investment. The field of time series analysis has traditionally included forecasting, which is different 
characteristic from the general data analysis field [9]. Recently, the deep learning which is an AI technology, 
is also making time series predictions [10]. Deep learning, and R which is an analysis software of big data,
are actively applied to time series forecasting. This paper will compare empirically the prediction accuracy 
of the LSTM model which is a deep learning model for time series and the ARIMA model which is the 
traditional time series model. The data used stock closing prices. Data used in the model is 100 days. The 
reason for using 100 days is that stock closing prices fluctuate so much that they are not affected by old data.
We will compare with the forecast results for 50 days. We collected the stock closing prices of the top 4 
companies by market capitalization in Korea using the open API of that Daishin Securities Co. Companies 
are “Samsung Electronics”, and “LG Energy”, “SK Hynix”, “Samsung Bio”. The collection period is from 
June 17, 2022, to January 20, 2023.

2. Forecast Accuracy Comparison of LSTM and ARIMA

2.1 Forecasting using LSTM

The single-layer perceptron, which is an artificial neural network, has a limitation that it is impossible to 
do learning non-linearly separated data. To overcome this limitation, multi-layer perceptron having hidden 
layers was introduced. However, implementation was difficult in the past due to excessive computational.
Currently, cloud computing is overcoming this limitation and popularizing artificial intelligence. The 
recurrent neural network (RNN) is like the multi-layer perceptron except that the nodes in the hidden layer 
are connected to each other. Nodes in the hidden layer are connected by edges. These edges are called 
recurrent edges because the information in the hidden layer circulates. The recurrent edge idea has developed 
a multi-layer perceptron into the RNN suitable for processing time-series data. Long short-term memory 
(LSTM) is a neural network with selective memory added to RNN. Therefore, LSTM is suitable for time 
series forecasting [11].

Figure 1 is the program that predicts the closing price of Samsung Electronics using LSTM with reference 
to Oh and Lee [12]. Lines 1 through 5 import the necessary libraries. Lines 6 through 8 read the data. Lines 9 
to 15 are codes for functions that divide the time series used in LSTM into windows. Line 16 sets the 
window size, and a size of 3 is appropriate for predicting stock closing prices. The 17th line sets the 
prediction interval, and it is defined as 1 because we predict the stock closing price on the next day. The 18th 
line drives the function to generate data as window data and prediction data. Lines 19 to 21 divide the data 
into a train set and a test set. Here, the ratio of the training set is set to 80% and the ratio of the test set to 
20%. Lines 22 through 26 are the code to build the LSTM model. Lines 27 to 28 evaluate the model. Lines 
29 through 30 are predicted using the LSTM model. The prediction is to predict the existing closing price.
Lines 31 to 36 forecast the closing price of the next day using the created model. The result is printed as 
“forecasting value”. Lines 37 to 42 visualize the results. The result is as shown in Figure 2.

Figure 2 is the result of LSTM code. The mean average of percentage error (MAPE) is 0.02445739. The 
window data for the prediction is 61000, 60400, 61500 and the forecast value is 59911.348. Looking at the 
plot of true values and predicted values, we can see that the predicted values follow the true values well.
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Figure 1. Python program of LSTM
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Figure 2. Output of LSTM

2.2 Forecasting using ARIMA

The ARIMA is a traditional model to predict time series. AR is the autoregressive part, and I is the 
integrated part, MA is the moving average part. ARIMA(p, d, q) is a model in which AR has degree p, I has 
degree d, and MA has degree q. To predict with ARIMA, p, d, and q must be determined, which is a very 
difficult problem. R provides the auto.arima function to easily find an ARIMA model [13].

Figure 3 is the program that predicts the closing price of Samsung Electronics using the auto.arima
function. Lines 1 through 3 install and run packages required for implementation. Lines 4 through 6 read the 
data from the file and store it in MYDATA. Lines 9 to 13 convert the data read from the file into the integer 
type that can be used in the auto.arima function. Line 16 stores the model found with the auto.arima function 
in the variable fit. Line 17 shows the result of the model found with the auto.arima function. Line 18 shows 
the results for the residuals of the model found. Line 19 runs the forecasting using the found model. The 20th 
line plots the forecasting results with 95% and 99% confidence intervals. 

Looking at the summary in Figure 4, the model found is arima(0, 1, 2). To evaluate the validity of the 
found model, we need to look at the residuals, and the checkresiduals(fit) function provides the results for the 
residuals. Looking at the results in Figure 4, the p-value of the Ljung-Box test is 0.9464, so the null 
hypothesis cannot be rejected. The null hypothesis is that the residuals are normally distributed. Therefore, 
we can say that the residuals form a normal distribution, so we can say that the model we found is valid.
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Figure 3. R program of auto.arima

Figure 4. Result of auto.arima function

Figure 5. Result of checkresiduals function
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Looking at the first residual graph in Figure 5, we can see that the residuals are randomly distributed 
around 0. The ACF graph in the second graph is within the 95% margin of error. It means that the residuals 
are normally distributed centered around 0. The third graph in Figure 5 shows the distribution of the 
residuals is the normal distribution with center 0. Figure 6 shows the forecasting result as a graph using the 
found model.

Figure 6. Result of forecast function

2.3 Comparison of LSTM and ARIMA

To compare the forecast accuracy of LSTM and ARIMA, we collected the stock closing prices of the top 4 
companies. The collection period is from June 17, 2022, to January 20, 2023. The data used for forecasting is 
100 days, and the forecast is the stock closing price of the next day. The first forecast predicts the closing 
price of November 11, 2022 with the closing price of November 10, 2022 from June 17, 2022. In this way, 
we can obtain forecasts for 50 days from November 11, 2022, to January 20, 2023 for the stock closing 
prices of the four companies. Therefore 200 forecasted values are generated. The accuracy of the forecast
will be compared using the 200 forecasted values.

The paired t-test is used to compare the accuracy of predictions by the two methods such as LSTM, and 
ARIMA because conditions are same [14]. Figure 7 is the code for the paired t-test and graph for the stock 
closing price of Samsung Electronics. Line 10 is the date variable. The 12th line is the actual closing price of 
Samsung Electronics. The 13th line is the values forecasted by the auto.arima. The 14th line is the values 
forecasted by LSTM. Lines 15 to 16 calculate the error. Lines 17 to 18 calculate the absolute value of the 
error. Line 20 runs the paired t-test. The 21st line prints the paired t-test execution result. The result is shown 
in Figure 8. Lines 22 to 23 are functions to summarize. Line 24 creates the difference between the auto.arima 
error and the LSTM error. Line 25 plots the differences between the auto.arima error and the LSTM error.
The result is shown in Figure 9. Line 26 is the boxplot for two variables. The result is shown in Figure 10.

In Figure 8, the t-value is -3.302 and the p-value is 0.001801, which rejects the null hypothesis that the 
means of the two groups are the same at the significance level of 0.05. Therefore, as shown in Table 1, the 
mean of the two groups is different, and the mean difference is -370.11 which is 0.618% of the average of 
the closing stock price. Figure 9 is the plot of the forecast error difference, and we can see that most of them 
are less than zero. A boxplot is shown in Figure 10 to see the difference in distribution. In the boxplot, it can 
be seen that the error distribution of auto.arima is lower than the LSTM error distribution. The accuracy of 
auto.arima is higher than that of LSTM.
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Figure 7. Code of paired t-test for stock closing price of Samsung Electronics 

Figure 8. Result of paired t-test for stock closing price of Samsung Electronics

Figure 9. Plot of difference between auto.arima error and LSTM error for stock closing 
price of Samsung Electronics



International Journal of Advanced Smart Convergence Vol.12 No.1 18-30 (2023)                                     25

Figure 10. Boxplots of auto.arima errors and LSTM errors for stock closing price of 
Samsung Electronics

Table 1. Summary of auto.arima error and LSTM error for stock closing price of Samsung 
Electronics

Variable Minimum 1st 
quartile

Median Mean 3st 
quartile

Maximum

auto.arima 0.0 287.7 616.8 743.8 1090.3 2576.4
LSTM 16.41 470.57 935.21 1113.91 162.39 2868.4

Figure 11 shows the paired t-test results for stock closing prices of LG Energy. The t-value is -3.608 and 
the p-value is 0.003505, which rejects the null hypothesis at the significance level of 0.05. Therefore, as 
shown in Table 2, the mean of the two groups is different, and the mean difference is -4143.298 which is 
0.809% of the average of the closing stock price. Figure 12 is the plot of the forecast error difference, and we
can see that most of them are less than zero. A boxplot is shown in Figure 13 to see the difference in 
distribution. In the boxplot, it can be seen that the error distribution of auto.arima is lower than the LSTM 
error distribution. The accuracy of auto.arima is higher than that of LSTM.

Figure 14 shows the paired t-test results for stock closing prices of SK Hynix. The t-value is -4.2642 and 
the p-value is 0.113*10-5, which rejects the null hypothesis at the significance level of 0.05. Therefore, as 
shown in Table 3, the mean of the two groups is different, and the mean difference is -830.7269 which is 
1.00% of the average of the closing stock price. Figure 15 is the plot of the forecast error difference, and we
can see that most of them are less than zero. A boxplot is shown in Figure 16 to see the difference in 
distribution. In the boxplot, it can be seen that the error distribution of auto.arima is lower than the LSTM 
error distribution. The accuracy of auto.arima is higher than that of LSTM.

Figure 11. Result of paired t-test for stock closing price of LG Energy
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Figure 12. Plot of difference between auto.arima error and LSTM error for stock closing 
price of LG Energy

Figure 13. Boxplots of auto.arima errors and LSTM errors for stock closing price of LG 
Energy

Table 2. Summary of auto.arima error and LSTM error for stock closing price of LG Energy
Variable Minimum 1st 

quartile
Median Mean 3st 

quartile
Maximum

auto.arima 0.0 2802 5500 9077 13375 33652
LSTM 129.4 3379 11014.5 13220.6 20620 37014.5

Figure 14. Result of paired t-test for stock closing price of SK Hynix
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Figure 15. Plot of difference between auto.arima error and LSTM error for stock closing 
price of SK Hynix

Figure 16. Boxplots of auto.arima errors and LSTM errors for stock closing price of SK 
Hynix

Table 3. Summary of auto.arima error and LSTM error for stock closing price of SK Hynix
Variable Minimum 1st 

quartile
Median Mean 3st 

quartile
Maximum

auto.arima 0.0 423.1 965.3 1319 1950.0 5400.0
LSTM 52.27 899.68 1797.03 2149.69 2766.97 6505.29

Figure 17 shows the paired t-test results for stock closing prices of Samsung Bio. The t-value is -2.0489
and the p-value is 0.04584, which rejects the null hypothesis at the significance level of 0.05. Therefore, as 
shown in Table 4, the mean of the two groups is different, and the mean difference is -3411.251 which is 
0.406% of the average of the closing stock price. Figure 18 is the plot of the forecast error difference, and we
can see that most of them are less than zero. A boxplot is shown in Figure 19 to see the difference in 
distribution. In the boxplot, it can be seen that the error distribution of auto.arima is lower than the LSTM 
error distribution. The accuracy of auto.arima is higher than that of LSTM.
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Figure 17. Result of paired t-test for stock closing price of Samsung Bio

Figure 18. Plot of difference between auto.arima error and LSTM error for stock closing 
price of Samsung Bio

Figure 19. Boxplots of auto.arima errors and LSTM errors for stock closing price of 
Samsung Bio

Table 4. Summary of auto.arima error and LSTM error for stock closing price of Samsung 
Bio

Variable Minimum 1st 
quartile

Median Mean 3st 
quartile

Maximum

auto.arima 0.0 3547 5500 8336 12990 37000
LSTM 161.5 4212.1 8717.4 11747.0 14357.9 60300.4

3. Conclusion

We compared empirically the forecast accuracies of the LSTM model, and the ARIMA model. ARIMA 
model used auto.arima function. The data used stock closing prices. Data used in the model is 100 days. We 
compared with the forecast results for 50 days. We collected the stock closing prices of the top 4 companies 
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by market capitalization in Korea such as “Samsung Electronics”, and “LG Energy”, “SK Hynix”, “Samsung 
Bio”. The collection period is from June 17, 2022, to January 20, 2023.

The paired t-test is used to compare the accuracy of forecasts by the two methods because conditions are
same. The paired t-test results were confirmed using the graph and box plots. The null hypothesis that the 
accuracy of the two methods for the four stock closing prices were the same were rejected at the significance 
level of 5%. Graphs and boxplots confirmed the results of the hypothesis test. The accuracies of ARIMA are
higher than those of LSTM for four cases. For closing stock price of Samsung Electronics, the mean 
difference of error between ARIMA and LSTM is -370.11, which is 0.618% of the average of the closing 
stock price. For closing stock price of LG Energy, the mean difference is -4143.298 which is 0.809% of the 
average of the closing stock price. For closing stock price of SK Hynix, the mean difference is -830.7269 
which is 1.00% of the average of the closing stock price. For closing stock price of Samsung Bio, the mean 
difference is -4143.298 which is 0.809% of the average of the closing stock price.

This paper compares the accuracy of forecasts using the stock closing prices of four companies. It has the 
limitation of being an empirical study. It is necessary to increase the number of target companies. In addition, 
further research can expand to current prices, highest prices, lowest prices, etc. The auto.arima function was 
used to find the ARIMA model, but other methods are worth considering in future studies. And more efforts 
are needed to find parameters that provide an optimal model in LSTM.
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