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Abstract 

 
Remote sensing image segmentation plays an important role in realizing intelligent city 
construction. The current mainstream segmentation networks effectively improve the 
segmentation effect of remote sensing images by deeply mining the rich texture and semantic 
features of images. But there are still some problems such as rough results of small target 
region segmentation and poor edge contour segmentation. To overcome these three challenges, 
we propose an improved semantic segmentation model, referred to as MRU-Net, which adopts 
the U-Net architecture as its backbone. Firstly, the convolutional layer is replaced by 
BasicBlock structure in U-Net network to extract features, then the activation function is 
replaced to reduce the computational load of model in the network. Secondly, a hybrid multi-
scale recognition module is added in the encoder to improve the accuracy of image 
segmentation of small targets and edge parts. Finally, test on Massachusetts Buildings Dataset 
and WHU Dataset the experimental results show that compared with the original network the 
ACC、mIoU and F1 value are improved, and the imposed network shows good robustness 
and portability in different datasets. 
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1. Introduce 

Since important role in intelligent city construction and distribution of illegal buildings in 
exploration, the segmentation of remote sensing images has received more attention in 
recent years. How to obtain the building information contained in remote sensing images 
has become the focus of researchers. The ideal method of image segmentation is to 
simulate human vision System (HVS) to process various visual information in remote 
sensing images, such as edge, spectral intensity, texture and spatial relationship attributes 
[1], and segment the image into non-overlapping sub-regions corresponding to real objects. 
The feature of remote sensing image is affluent, however the large difference of terrain 
information, which lead to remote a great change of remote sensing image target 
dimension. The shape of the image segmentation of complex, edge blur, prone to errors of 
segmentation results, and tend to have weak light of different changes in remote sensing 
image, the light change makes the segmentation result is not fine and have poor edge 
segmentation effect[2]. How to better process remote sensing image information at model 
level is an urgent problem to be studied. 

At present, deep convolutional neural network is widely used in computer vision tasks, 
natural language processing and other fields, such as FCN[3], SegNet[4], U-Net[5]and 
other neural networks can be applied to image segmentation. In 2015, Long propose Fully 
Connect Network (FCN) centering on image segmentation, which extracted deep semantic 
features through multiple convolution and pooling, and generates segmentation results 
through deconvolution and upsampling of the final feature graph directly. However, due 
to multiple pooling operations, the scale of feature maps is too small and the generated 
segmentation results are not fine enough. It influenced by FCN the deep neural network 
model is widely used in remote sensing image segmentation gradually. The idea of SegNet 
network is very similar to that of FCN network. On the left side of the network, 
convolutional extraction features were used to increase the receptive field through pooling; 
on the right side, deconvolution and sub-sampling are used to output segmentation graph, 
and the full connection layer is removed, which reduces the amount of computation to a 
certain extent. U-net network is a classical deep neural network model propose by 
Ronneberger[5], which was initially applied to the segmentation of two-dimensional 
medical images. The network consists of two symmetrical parts, namely, the encoding part 
and the decoding part. In the coding part, the features in the image are extracted by 
convolution and pooling and the feature map is gradually reduced. In this process, the 
number of channels is increasing, the receptive field is gradually enlarged, and the 
extracted features are gradually changed from low-level features to high-level features. 
Coding part is pooling and convolution operation of encoder to extract the characteristics 
of decoding, through many times of the previous layer decoding results and corresponding 
decoding encoder extracted features. Every time after decoding the figure size expanded, 
and the channel number is reduced, the last time after decoding is obtained by the 
convolution of a 1 x 1 layer segmentation result. 

The above networks can obtain the maximum probability of each pixel in its category, 
and finally complete the pixel-level classification. However, they are not sensitive to the 
edge information of objects, and the effect of extracting buildings with obvious boundaries 
is bad. Moreover, complex building categories and varying scales are not conducive to 
image segmentation in remote sensing images. So it is difficult for convolutional neural 
networks to fully extract target features from deep features and shallow features to further 
improve the segmentation accuracy. Contour detection is a critical task in the field of 
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computer vision, aiming to accurately extract the edge profiles of objects from images. An 
efficient network for region-based accurate object detectionpropose by Guan[33],For 
achieving accurate object detection. 

To solve the above problems, this paper designed a remote sensing image 
segmentation network integrating multi-scale recognition and residual connection on the 
basis of U-Net. In the U-Net encoder network part, add the hybrid multiscale identification 
module into the part. Each layer is the original model can increase the receptive field size, 
and will not reduce the spatial resolution of the middle figure, the characteristics of deep 
and shallow features and intermediate can be a very good extraction. In order to solve the 
problem that U-Net network is prone to gradient disappearance in the stage of remote 
sensing image feature extraction, which overfits the degradation model of deep neural 
network and leads to fuzzy segmentation of edge parts, the residual connection structure 
is added to the model inspired by ResNet[6]. At the same time, in order to reduce the 
calculation of the model, only BasicBlock structure is adopted to improve the accuracy of 
edge part extraction of the model. 

The main contributions of the present paper include the following. At first, we solve 
the existing scale diversity issue in remote sensing images, put forward mix the inflation 
convolution module to extract context features and converge the global context 
information, which it better segmentation of small objects in remote sensing image. 
Secondly, we replace the convolutional layer structure of coding part with the BasicBlock 
structure in the residual connection structure, which makes it easier to obtain the deep 
features of the network and improves the segmentation accuracy. Finally, we apply an 
activation function to further improve the robustness of the proposed segmentation model, 
and experimental results show that our method is much better than other state-of-the-art 
networks. 

The rest of our work is as follows. The second section introduces the main research 
methods of remote sensing image segmentation network. In the third section, we introduce 
the model of fusion multi-scale recognition module and residual connection structure 
proposed in this paper. In section four, we verify the validity of the proposed modular 
network on two basic remote sensing image datasets, and compare the proposed MRU-Net 
network with several popular lightweight neural networks. In section five, we summarize 
the network proposed in this paper. 

2. Related work 
At present, remote sensing image segmentation methods can be divided into 

traditional remote sensing image segmentation method and convolutional neural network 
based segmentation method. 

In recent years, with the continuous application of remote sensing images in various 
fields, how to obtain the building information contained in remote sensing images has 
become the focus of researchers. In the traditional remote sensing image segmentation 
method, it mainly depends on artificial features, such as the local image characteristics, 
texture characteristics and morphological characteristics[7] to get the information from 
remote sensing images, such as watershed segmentation algorithm[8], graph based 
segmentation algorithm[9], support vector machine[10] and genetic algorithm[11] which 
is widely used in remote sensing image building extraction. However, remote sensing 
image is affected by light、atmospheric conditions、sensor quality and other aspects, so 
there will have a lot of noise inevitably. Traditional segmentation methods need many 
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manual design, weak robustness and noise has a great impact on the generated results, by 
feature design just solve the problem of specific data, does not have a strong generalization 
performance. With the progress of deep learning in computer vision, more and more 
remote sensing images are segmented by deep learning. Persello[12] make fully 
convolutional networks perform semantic segmentation of remote sensing images and 
obtain pixel-level segmentation results of buildings. However, due to the insensitivity of 
FCN to image details, there is still room for improvement in segmentation accuracy. Song 
[13] segmente remote sensing images using the improved SegNet network model and 
extracted the buildings, improved the multi-scale recognition ability of high-level features 
by adding an enhanced void pyramid module at the end of the encoder, and added an 
attention fusion module to the decoder to reduce noise interference. Wang[14] use 
DeepLab network to extract buildings in remote sensing images and used conditional 
random fields to correct network output results, effectively improving the recognition 
accuracy. However, this method is not end-to-end because of the need for post-processing 
by conditional random fields. Su[15]method U-Net to achieve end-to-end pixel-level 
remote sensing image segmentation, and applied integrated learning strategy to post-
process the segmentation results, and finally achieved good results on the dataset of "AI 
Classification and Recognition Contest of CCF Satellite Images". However, this method 
did not combine multi-scale method. Therefore, in practical use, the scale of the object 
still has an impact on the recognition effect. 

In order to solve the problem of classification imbalance in remote sensing image 
segmentation. Wong[16] propose an improved segmentation method of full convolutional 
neural network, in which self-made data sets were trained in the optimized FCN network, 
so as to integrate more local information. It can segment some crack images with uneven 
illumination and complex background well. However, this method has poor effect on small 
target recognition. In 2022, Wang[17] improved residual blocks and dense global spatial 
pyramid pool modules in the network, and combined them with U-NET network for 
training. The improved residual block extracts multilevel features while the dense global 
spatial pyramid pool extracts context features. In this study, the local and global 
information of the scene can be extracted in parallel using the processing structure to 
obtain a more efficient holistic approach. 

The traditional methods have poor generality and the classification performance 
depends on the low-level features of manual screening. The application of deep learning 
technology in remote sensing image detection has achieved preliminary results, but further 
improving the accuracy of target detection and edge segmentation is still one of the main 
difficulties in this field. Therefore, how to better process remote sensing image 
information at the model level is an urgent problem to be studied. 

3. Proposed model:MRU-Net 
In order to better describe the remote sensing image segmentation network integrating 
multi-scale modules and residual connections, the network structure with residual 
connection structure and multi-scale recognition module used in the network are 
respectively described in this section. 

3.1 Network Architecture 
Due to the problems of small targets and unclear segmentation edge parts in image 
segmentation for remote sensing images[18], the main frame of this paper adopts U-Net 
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network, which has a good effect on image segmentation at present, and its core idea is 
that continuous convolutional neural network processing will lead to image size shrinkage 
and resolution reduction. The segmentation process is to segment remote sensing images 
by using U-shape encoding and decoding network. The encoding part is divided into four 
layers, which are composed of four encoders. Each layer extracts features through multiple 
downsampling and convolution. Part of extracted features are transmitted to the next layer, 
and the other part is directly concat to the decoding part. The decoding part is also divided 
into four layers, composed of four decoders The segmentation result is finally obtained by 
decoding the downsampling feature map of remote sensing image and the features 
obtained by concating receiving encoding part. 
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Fig. 1. Structure Diagram of MRU-Net Mode 

 
However the commonly used remote sensing image segmentation network structure 

is relatively fixed. Faced with the characteristics of rich semantic information of remote 
sensing images, the higher emantic features are more likely to be lost, which affects the 
training of the network and the accuracy of feature extraction to a certain extent[19]. With 
the gradual deepening of the lower sampling layer and the gradual change of the mesoscale 
of remote sensing images. The original U-Net network only uses two convolution layers 
to extract features, and it cannot accurately segment remote sensing images with different 
scales. Therefore, there is still room for improvement in the accurate segmentation of 
remote sensing images using only U-Net network. As shown in the legend of Fig. 1. 

1) Coding part: For better semantic features of different scale in remote sensing 
image segmentation, it need to carry on the omni-directional semantic information for 
different size of target feature extraction and segmentation. At the same time, to minimize 
the loss of the features in the process of extraction and segmentation, taking four layers 
will increase hybrid multiscale identification module encoder in the operation. Strengthen 
the extraction of different scale features in remote sensing images successively. At the 
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same time, the convolutional layer is replaced by BasicBlock structure in residual 
connection, which can reduce the computation and increase the extraction of edge features. 
As presented in Fig. 2 the hybrid multiscale identification module can detect the semantic 
information of different scales in remote sensing image, and the micro residual structure 
can further extract the features of remote sensing image to avoid feature loss, so as to 
improve the accuracy and robustness of network in remote sensing image segmentation. 

This part involves feature extraction operations of three different structures. The 
convolutional layer before the network is replaced with residual connection structure, and 
the ReLU function[20] is replaced with PReLU function[21] to normalize and activate the 
feature graph. At the same time, in order to better complete feature extraction, a multi-
scale recognition module is added to the network except the last encoder, and the number 
of channels of the encoder doubles with the reduction of the feature graph, until it reaches 
512 and no longer widens. 
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Fig. 2. Structure of encoder 
 

2) Decoding part: Fig. 3 shows this part also has 4 decoders, the input of each 
decoding operation is the previous output and the encoder result of the corresponding size. 
Since is the result of the splicing of two feature graphs, the number of input channels is 
twice that of the previous layer's output channels. As the decoding process goes on, the 
size of the feature graph gradually expands and the number of channels gradually shrinks. 
The number of output channels of the last decoder is 64. At the end of the network, a 1×1 
convolution is used to map the output to the segmentation result graph of the desired 
category. In addition, the network adopts padding operation in the process of convolution 
to ensure that the output size of convolution is the same as the input size, so there is no 
need to perform the same clipping operation as U-Net, and the output size is the same as 
the input size. 

C

Concat AddC 1×1 Conv

Conv PReLUBatchNorm
 

Fig. 3. Structure of decoder 
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3) Activation function: After the convolutional layer, in order to better extract 
features in remote sensing images, the network adopts batch normalization operation and 
activation function. The use of Batch Normalization (BN) operations[22] and activation 
functions effectively prevents over-fitting and thus improves the final identification 
accuracy. At present, the activation functions mainly include ReLU, ELU[23], PReLU and 
Swish[24], the PReLU activation function is adopted in this paper. 

The formula of batch normalization is shown in Equation (1). The normalized 
operation can make the eigenvalues conform to a better distribution and avoid the change 
of data distribution during the training of the middle layer. At the same time, two 
parameters are added in this operation: scaling parameter and offset parameter, which 
gives the network the ability to adjust the feature distribution.   

                                            
( )

( )
x E xy
Var x

γ β−
= ∗ +

−∈
                                                (1) 

Where x represents a batch of input features, E(x) and Var(x) are the unbiased 
estimators of the mean and variance of this feature, γ is the scaling parameter, β is the 
offset parameter, ϵ is a minimum to prevent the occurrence of division by zero anomalies, 
and y is the output feature of BN layer. 

PReLU activation function can be expressed by Equation (2), which is modified from 
ReLU, and most commonly used in the past. ReLU adjusted the negative value of the input 
part to 0, while the rest remained unchanged; PRelu activation function introduces 
learnable parameter A on the basis of ReLU function, which enables the network to 
respond to negative regions to a certain extent, so as to solve the "neuronal death" problem 
of ReLU, that is, the gradient is zero caused by negative input value, and improve the 
learning ability and adaptability of the network.                                          
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The ix  represents the input characteristic, iy  represents the output of PReLU, and 

ia  is a learnable parameter between 0 and 1. 

3.2 Hybrid multiscale recongnition 
Hybrid multiscale recognition(HMR) module is the basic principle of using the 
convolution of different inflation rate detection in the image objects of different scales, 
By adding a hybrid multi-scale identification module, the model can simultaneously use 
the feature information at multiple scales for target detection and segmentation, so as to 
improve the accuracy of small targets and edge components. The model can better capture 
the features such as the detail, texture and shape of the target, making the segmentation 
results more accurate and detailed. as the original U-Net network every layer of the 
encoder to semantic segmentation of remote sensing target feature extraction, in order to 
increase the accuracy of the extracted features step by step, and facilitate the final 
segmentation of different scale remote sensing image. Therefore, the multi-scale 
identification module is added to each layer of encoder. 

In order to segment image modules with small pixels, not only multi-scale context 
information is required, but also large enough output resolution is required. In 
convolutional neural network, feature maps of different levels and sizes can be obtained 
by convolution and pooling of original images. The shallow web focuses on details, while 
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the deep web focuses on semantic information, which helps us accurately detect targets. 
In order to obtain the context information of networks of different scales, the traditional 
neural network integrates successive sub-sampling layers, which will lose part of the 
resolution. Multi-scale context information can be aggregated by expansive convolution 
without reducing the size of the feature graph. Expansive convolution supports exponential 
growth of the size of the receptive field. The basic principle of the multi-scale recognition 
module is to detect objects of different scales in the image by applying the expansion 
convolution of different expansion rates. The expansion rate used by the module is related 
to the resolution of the input feature graph. The calculation formula of the expansion 
convolution is described in Equation (3). Where, py  represents the output feature, K  

represents the convolution kernel size, ,p r i p r jx + × + ×   represents the input feature graph, and 

,i jw  represents the weight of the convolution kernel.      

                                         , ,
K K

p p r i p r j i ji jy x w+ × + ×=∑ ∑                                           (3) 

This module is composed of several expansion convolution combinations with 
different expansion rates, and its output is the sum of the outputs of each expansion 
convolution combination [25]. In the process of extracting image features, convolution 
kernels of different receptive fields map features of different contents to highlight the 
feature diversity. Convolution kernels with large receptive fields can effectively extract 
features from remote sensing images with large scale, while convolution kernels with 
small receptive fields can analyze detailed features. During the experiment, it is found that 
if multiple expansion convolution with the same expansion rate is superimposed, many 
pixels in the sensing field are not utilized, which results in a large number of cavities. In 
this case, the continuity and integrity of data will be lost, which is not conducive to 
learning. Based on this the size of the dilatative convolution kernel used in the neural 
network is 3×3, and the expansion rate is 1、2、4 and 6. Therefore, the receptive field 
size of each branch will be 3、7、15 and 31 to further extract small targets and edge 
features. 

Since the internal elements of the convolution kernel are adjacent in the expansion 
convolution, the elements of the convolution kernel are separated in the expansion 
convolution, and the size of the spacing depends on the expansion factor, not all pixels 
can be used for calculation in the feature extraction process, which will lose the continuity 
of information. Expansion convolution is shown in Fig. 4, in order to make small target 
feature extraction better by using different expansion coefficients, the receptive field can 
use more information. When the expansion rate is increased to 6 in the feature map with 
small size, it is found that the receptive field contained in each position has been saturated, 
and it is not suitable to use too large expansion rate. This design ensures that the network 
can have appropriate multi-scale recognition capability at different stages.  
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（a）                                   (b)  

((a)standard convolution kernel; (b)dilated convolutional kernel which dilate rate is 2) 
Fig. 4. Introduce of dilated convolutional 

3.3 Micro-residual structure 

The formula of residual structure is shown in Equation (4). Where ℱ consists of 
convolution layer, which has two forms, named BasicBlock and Bottleneck Block. The 
main difference is that BasicBlock uses two convolution layers of 3×3 size, whose result 
and input add element position. On the other hand, the 1×1 convolution layer is used to 
compress the channel size, and then the 3×3 convolution layer is used to extract features. 
Finally, the 1×1 convolution layer is used to restore the channel size, and the result is 
added with the input element position.                      
  ( ,{ })Iy F x W X= +                                                          (4) 

represents the input, yrepresents the output, F represents the mapping of the input, 
and Wirepresents the parameters required by the mapping. There will usually be multiple 
convolution operations, so there will be multiple parameters W. 

The residual connection structure makes the optimization of remote sensing 
segmentation network easier and improves the convergence speed of the segmentation 
network. At the same time, this connection structure can alleviate the problem of gradient  
disappearance in deep networks, and U-Net network requires feature extraction through 
four-layer encoder [26]. Therefore, in this paper, the convolutional layer in the coding 
structure is replaced by the BasicBlock in the residual, which contains the residual branch 
and a short-cut branch, the structure is shown in Fig. 5. Micro residues address the 
difficulty of gradient disappearance in deep networks and the model training by adopting 
replacement convolution. The miniature residue structure proposes a mechanism to "skip" 
part of the layers and adds the skipped information with the transformed information to 
form the residual blocks. Compared with the traditional convolutional structure, one more 
short-cut branch is used to transmit low-level information, so that the network can be 
trained deeply. In the training process, the structure mainly uses two convolution of 3*3, 
and then carries out batch normalization, and then transmits the feature to the activation 
function. The residual between deep and shallow features of remote sensing segmentation 
network is extracted by replacing the original convolutional layer with BasicBlock 
structure, which makes it easier for the network to obtain rich deep features, so as to 
improve the accuracy of remote sensing image segmentation by the improved network.   
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Fig. 5. Residual Connection Structure Diagram 

4. Experimental analysis and comparison of results 

4.1 Introduction of datasets 
To verify the effectiveness of the improved network, the Massachusetts Building dataset 
and the WHU dataset were tested separately. The Massachusetts Buliding dataset and 
WHU dataset are widely used in the study of remote sensing image segmentation and edge 
detection. These datasets are strictly selected and processed, with certain typicality and 
representativeness, reflecting the common remote sensing image scenes and edge features 
in the real world, and can evaluate the robustness and adaptability of edge detection 
algorithms in different scenarios. Ensure that the experimental results are somewhat 
reliable and comparable. The two datasets have different image numbers and large 
differences in segmentation targets, so the performance of the improved network can be 
comprehensively analyzed from different perspectives. The details of the two datasets are 
described below.  

4.1.1 Massachusetts Road Dataset  
The Massachusetts Buildings Dataset[27] covers a variety of building segmentation 
datasets for remote sensing images in urban, suburban and rural areas, with only Buildings 
and backgrounds in the annotation. Each remote sensing image is RGB three-channel with 
a size of 1500*1500 pixels. The dataset includes 137 aerial remote sensing images as a 
training set, 4 validation sets and 10 test sets. In order to increase the robustness and 
generalization ability of the model and prevent over-fitting during training, this paper 
performs data enhancement operations such as scaling, flipping, clipping, dropout, and 
randomly adding noise to remote sensing image data. Since the complete image has a large 
resolution, the whole remote sensing image is cut with step size of 100 to a resolution of 
550×550 in the training stage, and 512×512 is cut randomly as the input. The image is 
vertically flipped with a probability of 50%, and brightness is adjusted according to a 
certain random probability. Then random rotation and Gaussian filtering are performed 
with a certain probability. Finally, normalization is used to make the data conform to the 
normal distribution with a mean of 0 and variance of 1. After the above image 
enhancement operation, the number of dataset has been increased to 13,700 training sets, 
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400 verification sets and 1000 image test sets. The sample dataset is shown in Fig. 6, with 
the top three original images and the bottom three labeled images. 
 

 
Fig. 6. Sample Massachusetts Dataset 

4.1.2 WHU building dataset 
Remote sensing image dataset WHU Building Dataset[28] extracted 220,000 buildings for 
Christ Church area in New Zealand, including aerial and satellite images. In this paper, 
only have aerial image dataset, which has high annotation accuracy. The dataset consists 
of 8189 remote sensing images and their corresponding labels with pixels of 512 × 512, 
which are randomly divided into three parts: 4736 as a training set, 1036 as a verification 
set and 2416 as a test set. The dataset is shown in Fig. 7, with the top three images as 
original images and the bottom three as their corresponding labels. 
 

 
Fig. 7. Sample WHU Dataset 

4.2 Training Details 

4.2.1 Experimental equipment and environment 
The experimental training environment was GUN/Linux 16.04, video card version 
information was Tesla V100, video memory capacity was 16G, and CUDA version was 
10.0. The program environment is configured as Python 3.8, and the Deep learning 
framework uses the PyTorch the version is 1.4.0. 

In the experiment, Softmax+ cross entropy is used as the loss function, and its formula 
is shown in equation (5) and equation (6). AdamW optimizer is used to optimize the 
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network, and the initial learning rate is set to 0.0005. Dynamic attenuation learning rate 
scheduling algorithm is adopted. Attenuation rate is 0.1. After testing, the effects of model 
initialization and model-free initialization are similar, so parameter initialization is not 
adopted during the experiment. During the training, the model with the best training effect 
will be saved and tested. Where x is the predicted result of the network and k is the number 
of categories. y is the marked one-hot form, and y� is the predicted result. 
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4.3 Evaluation Indicators 
The values ACC, mIoU and F1 were used in this experiment. The expressions of ACC, 
mIoU and F1 are listed by Equation (7), (8) and (9). According to the following equation, 
ACC can only represent the proportion of correctly classified pixels to the total number of 
pixels, but the number of background in the actual scene is much larger than the number 
of buildings, so mIoU can evaluate the model effect more accurately. mIoU represents the 
average intersection ratio, which is the ratio of the number of correctly identified pixels 
of a certain category to the sum of the number of recognized pixels of the category and the 
actual number of pixels of the category. mIoU is the average of the intersection ratio of all 
categories. Therefore, mIoU can more accurately describe the accuracy of results in the 
case of category imbalance. Where P is the confusion matrix calculated from the predicted 
result and the real value, TP is the number of true cases, FN is the number of false negative 
cases, FP is the number of false positive cases. 
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4.4 Evaluation Indicators 
Based on the two datasets commonly used in remote sensing image field, the improved 
network is tested and compared. At the same time, the effects of hybrid multiscale 
identification module and micro residual structure were verified, and the ablation 
experiments were carried out to verify the effectiveness of different modules.  

4.4.1 Comparison of Massachusetts dataset results 
In order to verify the effectiveness of MRU-Net, this experiment compared the current 
commonly used semantic segmentation model and compared it with the existing remote 
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sensing image segmentation model. HRNet+OCRNet[29] focuses on the extraction and 
expression of context information in semantic segmentation, associating and expressing 
the information of a pixel through the expression of different target areas, so as to establish 
more discriminative context information and divide the label of a pixel and its 
corresponding target category. Deeplab V3+[30] network uses encoder-decoder results to 
extract semantic information for high-level features, and encoder extracts boundary 
information step by step, which improves segmentation effect while paying attention to 
boundary information. BBRNet[31] network is a convolutional neural network based on 
complex shape buildings for high resolution segmentation, which is roughly divided into 
two parts: prediction module and residual refinement module to improve the accuracy of 
building extraction. Meanwhile, Dice Loss is used to alleviate data imbalance. ENRU-Net 
network[32] is a segmentation network proposed based on the fine details of building 
structures with high-resolution images and buildings of different scales. A dense spatial 
pyramid pool was designed to extract dense and multi-scale features at the same time, and 
focal Loss was used to suppress the influence of error labels on ground truth, making the 
training stage more stable. Table 1 compares the results of MRU-Net with other models. 

The performance in the three accuracy indicators is better than other networks. The 
network for the comparison experiment is the current mainstream semantic segmentation 
network, and the three commonly used semantic segmentation networks, U- Net, Deeplab 
V3+ and HRNet+OCRNet, whichare retrained respectively. The experimental results are 
shown in Table 1. 

 
Table 1. Comparison of Massachusetts dataset results 

Model ACC mIoU F1 
U-Net 93.6 70.0 82.1 
HRNet+OCRNet 94.9 79.7 81.0 
DeepLab v3+ 94.2 - 81.5 
BBRNet - 73.3 84.5 
ENRU-Net 94.1 73.0 84.4 
SegNet 94.3 74.1 83.7 
PSPNe 94.8 75.2 84.1 
UNet++ 94.9 75.8 - 
MRU-Net(Ours) 95.9 81.2 84.7 

 
According to the data in the analysis Table 1, the ACC value, mIoU value and F1 

value of the original network can be increased by 2.1 percentage points, 11.2 percentage 
points and 2.6 percentage points by the improved network. The optimization effect is 
significant, which confirms the accuracy of the comparison network in remote sensing 
image segmentation. The results show that the hybrid multi-scale recognition module 
plays an important role in improving the accuracy of image segmentation of small targets 
and edge parts. At the same time, the ACC mIoU and F1 evaluation indexes of 
HRNet+OCRNet, Deeplab V3+, BBRNet, ENRU-Net, PSPNet and UNet++ were 
compared, and the results showed that the values in different remote sensing image 
segmentation networks all improved. It can be seen that this network can recognize 
buildings well in remote sensing image segmentation. 
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a)Original image     b)True label          c)U-Net      d)DeepLab V3+  e）HRNet+OCR     f）Ours 

Fig. 8. Experimental Results on the Massachusetts Dataset 
 

In order to further verify the effectiveness of the improved network, part of the 
experimental results are shown in Fig. 8 The image shows the effects of four cropped 
images. The left is the original image of the data set used in the experiment, and the red 
image next to it is the label image of the remote sensing image data set. Then from left to 
right are the comparison experiments conducted on U-Net, DeepLab V3+ and 
HRNet+OCRNet, and the results predicted by the MRU-Net model in this paper are at the 
far right. By comparing these extraction effects, it can be found that the model presented 
can improve the accuracy of remote sensing image segmentation to a certain extent and 
has a high edge contour recognition effect. 

4.4.2 Comparison of WHU dataset results 
In order to further verify the detection effect of MRU-Net on remote sensing image 
datasets, this paper uses the network to train the WHU dataset and test whether it has a 
good detection effect when applied to different types of datasets. The comparison results 
between the proposed model and the mainstream model are shown in Table 2. The ACC, 
mIoU and F1 of the proposed model are 95.8%, 68.0% and 78.9%, respectively, which are 
0.5%, 1.2% and 0.9% higher than the original U-Net. In addition, the proposed model is 
compared with the latest models SegNet, Deeplab v3+ and UNet++, and the results show 
that the MRU-Net network has better effect on remote sensing image edge segmentation. 
By increasing the segmentation effect comparison of MRU-Net network and other 
advanced segmentation networks on WHU dataset, the proposed algorithm is robust and 
generalized in remote sensing segmentation images. 
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Table 2. Results of WHU dataset results 
Model ACC mIOU          F1 
U-Net 95.3 66.8 78.0 
Deeplab V3+ 95.6 67.3 78.0 
HRNet+OCRNet 94.9 65.1 78.4  
SegNet 95.4 67.1 78.2 
PSPNet 95.3 67.3 78.5 
UNet++ 95.6 67.6 78.6 
MRU-Net(Ours) 95.8 68.0 78.9 

 
The segmentation results are shown in Fig. 9. It can be seen from the figure that 

compared with the original network, the improved network in this paper has slightly 
improved the overall definition of remote sensing image and the accuracy of image edge 
detection. Although the effect on WHU dataset is not very good, but the generalization 
ability is strong, and there is some improvement regardless of the type of dataset. The 
experimental results show that the improved network can clearly observe the optimization 
results when using the remote sensing image segmentation proposed in this paper, which 
proves the effectiveness and generalization of the improved network. 

 

 
a)Original image  b)true label        c)U-Net     d)DeepLab V3+ e)HRNet+OCR     f)Ours 

Fig. 9. Experimental Results on the WHU Dataset 
 

4.4.3  Ablation results 
To verify the effectiveness of the proposed MRU-Net and each module of the network. 
The proposed network model is a U-shaped network based on the encoding and decoding 
structure, so U-Net is chosen as the experimental baseline model. The ablation 
experiments were trained networks with Massachusetts datasets and WHU datasets, 
evaluated the segmentation results using the test set test and measured with the evaluation 
indexes ACC, mIoU and F1. As can be seen from Table 3 and Table 4, the improved U-
Net network improves over the baseline U-Net; adding the micro residual structure (MRS) 
improves the performance of the network and alleviates gradient disappearance during the 
training process; adding the hybrid multi-scale recognition (HMR) to improve the 
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accuracy of image segmentation of small targets. Finally, both MRS and HMR modules 
are added to the baseline network, that is, the proposed U-Net, and the detection results 
are better than using one of the modules alone, that is, both MRS and HMR modules 
improve the segmentation accuracy of buildings. 
 

Table 3. Ablation experiments of Massachusetts dataset results 
Model ACC mIoU F1 
U-Net 95.2 79.7 80.0 
Improved U-Net 95.3 80.0 82.5 
with HMR 95.3 80.2 83.7 
with MRS 95.3 80.0 83.3 
HMR+MRS 95.4 80.9 83.8 
MRU-Net 95.5 81.2 84.7 

 
Table 4. Ablation experiments of WHU dataset results 

Model ACC mIoU F1 
U-Net 95.3 78.0 66.8 
Improved U-Net 95.1 78.1 65.7 
with HMR 94.9 78.2 65.0 
with MRS 95.0 78.1 65.0 
HMR+MRS 95.2 79.5 67.3 
MRU-Net(Ours) 95.5 80.2 68.2 

5. Conclusion 
Due to the multifarious types of ground objects in remote sensing images, the scale of 
different types of targets varies greatly, and the detection effect of small target edge part 
is bad. In this paper, we are proposed to improve the multi-scale recognition capability by 
integrating micro-residual structure in the network and using hybrid multi-scale module 
in the coding stage based U-Net network, and finally solve the above problems effectively. 
Experimental results show that the improved U-Net network proposed in this paper has 
better effect and strong generalization than the current mainstream network, and the 
addition of ablation experiment also proves that this network can effectively improve the 
segmentation effect of remote sensing images. The experimental results show that the 
improved U-Net network proposed in this paper is better and stronger than the current 
mainstream network. At the same time, the added ablation experiment also proves that this 
network can effectively improve the segmentation effect of remote sensing images. 
However, in our work, there is still room for improvement in the training time and 
inference time of the network. In the future, we will try to use a more lightweight feature 
extraction network, focusing on solving the problem of inaccurate edge feature capture in 
the lightweight network. In addition, we will try to apply the research results to the urban 
road flow monitoring and management system to further promote the construction of smart 
city.  
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