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Abstract 

 
Eavesdropping attacks have seriously threatened network security. Attackers could eavesdrop 
on target nodes and link to steal confidential data. In the traditional network architecture, the 
static routing path and the important nodes determined by the nature of network topology 
provide a great convenience for eavesdropping attacks. To resist monitoring attacks, this paper 
proposes a random routing mutation defense method based on dynamic path weight (DPW-
RRM). It utilizes network centrality indicators to determine important nodes in the network 
topology and reduces the probability of important nodes in path selection, thereby distributing 
traffic to multiple communication paths, achieving the purpose of increasing the difficulty and 
cost of eavesdropping attacks. In addition, it dynamically adjusts the weight of the routing path 
through network state constraints to avoid link congestion and improve the availability of 
routing mutation. Experimental data shows that DPW-RRM could not only guarantee the 
normal algorithmic overhead, communication delay, and CPU load of the network, but also 
effectively resist eavesdropping attacks. 
 
 
Keywords: Moving target defense, software defined network, cyber security, network 
eavesdropping, routing mutation. 
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1. Introduction 

Monitoring attack [1] is a very harmful network attack. The attacker lurks in the network to 
collect communication data in nodes or links by means of port traffic mirroring and data 
replication [2], and then uses analysis tools to analyze the communication data. The data is 
classified and analyzed to obtain important confidential in-formation such as target passwords 
and communication sessions, which provides intelligent support for the next network attack, 
and seriously threatens network security. Communication data encryption is one of the 
technologies to defend against network snooping, but there are some limitations in practical 
applications, and some encryption protocols have certain flaws, and attackers can crack 
communication data through vulnerabilities. 

At the beginning of the traditional network architecture design, more consideration is given 
to availability and stability, and the main purpose is to provide stable network services. 
Although its static network configuration ensures the stability of the system and reduces the 
complexity of maintenance, it also provides convenience for the implementation of network 
attacks. The routing paths in the network architecture are relatively static and deterministic, 
and the node connections in the network topology are always non-uniformly distributed. Some 
important nodes tend to appear in the network topology structure, and these important nodes 
participate in most of the connections in the network. From the attacker's point of view, its 
fixed communication path and presence of important nodes provide significant advantages for 
the implementation of monitoring attacks. In addition, the monitoring attack is a passive attack 
with the characteristic of concealment, which is difficult to be detected and prevented by 
traditional network security devices.  

The deterministic and static characteristics of the network architecture [3] make attackers 
have the advantage in network attack and defense. In order to reverse the imbalance between 
attack and defense, moving target defense [4-7] is proposed as a dynamic defense concept of 
"changes the rules of the game". It transfers the system attack surface [8] by dynamically 
changing the network configuration to improve the attack difficulty and cost of 
implementation. Routing mutation [9], as one of moving target defense techniques, combines 
routing paths with the idea of moving target defense to circumvent malicious eavesdropping 
attacks by dynamically changing the routing paths of the two communicating parties in the 
network, increasing the difficulty and cost of attack implementation, and improving the active 
defense capability of the network. 

In this paper, using the flexible, programmable, centralized and controllable features of 
Software Defined Network (SDN) [10-12], a Random Routing Mutation defense method based 
on Dynamic Path Weights (DPW-RRM) is implemented in SDN. DPW-RRM completes the 
path calculation and weight initialization according to the depth search algorithm and the 
centrality index of the network, and constructs a path weight database; By monitoring the 
network link congestion status in real time, and referring to the congestion control scheme of 
the TCP protocol [13], the path weight is dynamically adjusted to prevent link congestion 
caused by random mutation and im-prove the availability of routing mutation; The weighted 
random algorithm is used to select paths to prevent important nodes from excessively 
forwarding data and improve the effectiveness of routing mutation; The flow table update 
strategy of "reverse order addition, priority coverage" is adopted to reduce the impact of 
routing mutation on network communication. 

The rest of the paper is organized as follows. Section 2 reviews related work of routing 
mutation. In section 3, we propose the system model of MPW-RRM. In section 4, we verify 
the effectiveness and applicability of the proposed model through simulation experiments and 
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numerical analysis. Section 5 summarizes our conclusions. 

2. Related Work 
Duan et al. [14] first proposed an active random routing mutation technique (RRM), which 
randomly changes the routing of communication flows in the network to defend against 
reconnaissance, snooping, and DoS attacks. RRM uses Satisfaction Modular Theory (SMT) to 
impose node load, link load and node repeatability constraints on communication paths to 
solve the communication paths that meet the conditions. On the basis of RRM, LEI et al. [15] 
further proposed a more complete routing solution constraint scheme based on STM, which 
adds the switch flow table capacity constraint and forwarding delay constraint, and updates 
the flow table strategy by adopting the scheme of "reverse order addition and order deletion", 
finally the monitoring success rate under different network parameters is analyzed 
theoretically. Jafarian et al. [16] modeled the interactive behavior between routing selection 
defense and DOS attack, using game theory and STM to constrain network security, 
performance and Qos to select the best routing, and discussed the defense effect under different 
network and adversarial parameters. 

Zhang et al. [17] proposed a routing mutation mechanism based on reinforcement learning, 
which solves the routing mutation space through STM, introduces the Q-Learning algorithm 
to iteratively select the routing path from the routing mutation space, and adaptively adjusts 
the learning rate through security awareness. Zhao et al. [18] proposed an SDN-based double-
hop communication (DHC) method for network monitoring attacks, which realized time-based 
end information and routing mutation, and proposed a weight-based routing path filtering 
method to avoid the excessive use of some intermediate routing nodes, so that the attacker can 
monitor a large number of data packets at a specific node. This method aims to distribute the 
communication traffic evenly among multiple paths in the network. Reference [19] proposed 
an SDN-based Hybrid Routing Randomization (HRR) scheme, which implements routing 
mutation by adding a mapping layer between the physical interface of the routing and the 
corresponding logical address. Chen et al. [20] proposed an SDN-based intranet dynamic 
defense system (SIDD) for intranet security issues. The system constrains link capacity and 
QoS, uses the K shortest path algorithm to find the path, and achieves the effect of resisting 
reconnaissance scanning attacks combined with IP mutation. 

At present, a lot of related research works have been done on routing mutation, but there 
are still some problems in the existing methods. 

(1) Solving routing paths based on satisfiability modular theory (SMT). The SMT solves 
the path through the conditional constraints and its solution time increases exponentially with 
the increase of the network size, and each mutation needs to enter the constraints to solve the 
problem again. In addition, too strict constraints will reduce the space for routing selection and 
the randomness of routing. 

(2) Generating routing paths based on graph theory algorithms. The routing path generated 
based on the graph theory algorithm can be used continuously without changing the network 
topology, but there is a lack of relatively complete constraints for routing path solution in 
related research work. 

In view of the above problems, this paper generates routing paths based on graph theory 
algorithm, and divides path calculation and selection into two steps of path calculation and 
path selection. In the path calculation step, the calculation of the routing path and the centrality 
of the network nodes is completed, and the initial weight database of the path is constructed. 
In the path selection step, network state constraints and non-repeatability constraints are 
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introduced, and path weighted random selection is performed. The solution complexity is 
reduced by step-by-step calculation, and more complete constraints are introduced. 

3. System Model of DPW-RRM 
The DPW-RRM system model is shown in Fig. 1, where the blue and green lines indicate 
different communication paths, and the red line indicates that the attacker is conducting a 
listening attack. The model mainly includes link congestion detection based on network state 
constraints and mutation path calculation and selection based on weighted random routing. 
The link congestion detection based on network state constraints mainly includes the collection 
of link delay information and port flow in-formation, and the detection of congested links is 
completed by collecting the link de-lay information and port flow information of the network 
in real time. Hop path calculation and selection based on weighted random routing includes 
topology discovery, path calculation, path initial weight calculation and path weighted random 
selection. The topology discovery completes the construction of the topology database in the 
network initialization phase, and updates the topology database through event information 
when the network topology changes. When a host in the network initiates communication, the 
path calculation calculates a mutation path for both parties of the communication according to 
the topology database information. The initial path weight calculation completes the 
initialization of the path weight according to the network topology information and the 
network centrality theory. The path weighted random selection dynamically controls the path 
weight according to the link congestion information, and selects the path through the weighted 
random algorithm. Finally, the deployment of the path policy is completed through the 
delivery of the flow table. 
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Fig. 1. System Model of DPW-RRM. 

3.1 Link Congestion Detection Based on Network State Constraints 
The processing capacity of network equipment nodes is limited. When the net-work link is 
overloaded [21], the network transmission performance will be degraded, resulting in 
increased link transmission delay and packet loss rate, and even network paralysis, which 
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seriously affects the quality of communication services. Therefore, when the bandwidth of a 
certain link in the network is heavily occupied, the mutation path that includes this link should 
be avoided as far as possible to prevent network failures. In order to detect network congestion, 
this paper uses SDN controller to continuously collect link delay and switch port traffic 
transmission, and characterizes network congestion through link delay and port used 
bandwidth. The link delay col-lection and port used bandwidth detection are alternatively 
implemented by the delay detection module and the port bandwidth collection module, and the 
network con-gestion detection is completed by the congestion detection module. 

3.1.1 Delay Detection Module 
According to the different detection methods, there are two main ways of the current network 
delay detection in SDN: active monitoring and passive monitoring. Active monitoring sends 
data packets with special marks to the network, and uses the controller to track and analyze 
the data packets to obtain the link delay, which will introduce additional overhead and burden 
to the network. However, passive detection uses some existing protocols in the SDN 
architecture to collect the link delay without affecting the network. 
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Fig. 2. Working principle of LLDP protocol. 

In this paper, the passive detection method is adopted, and the LLDP (Link Layer 
Discovery Protocol) protocol [21] data packet in SDN is used as the carrier to collect the link 
delay. The working principle and delay calculation of the LLDP protocol are shown in Fig. 2. 
The controller encapsulates the LLDP data packets and sends them to switch A in the form of 
Packet-Out. Switch A receives the LLDP data packets and sends them to all ports in a flooded 
way. Switch B receives the LLDP data packets and sends them to the controller through the 
matching flow table. During this process, the time   and   when the controller sends and receives 
LLDP data packets are recorded respectively, and the round-trip delays   and   between the 
controller and switch A and switch B are obtained by using the echo message. Finally, the link 
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delay   between switch A and switch B is obtained by formula (1). 
( )3 4
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According to the network communication delay recommended reference value D and network 
scale given by ATM, Diffserv, ITU-T and other system standards, the ratio dP  between the 
current link delay ABT  and the reference delay D is obtained, as shown in formula (2) , where 

( )iCount path  is the total number of nodes in path ipath . 

3.1.2 Bandwidth Acquisition Module 
The port counter of physical ports is defined in the OpenFlow protocol. It includes statistical 
information such as packets and bytes received and sent by the port. At the same time, the 
PortStatsRequest event message is provided to obtain the counter statistics of each port of the 
switch. The controller sends the PortStatsRequest message at period T to obtain the port 
counter byte statistics ( )N t  at time t, and calculates the ratio of the byte change at two times 
to the cycle T and bandwidth capacity V to obtain the bandwidth occupancy percentage tP  in 
the T period, as shown in the formula (3). 

( ) ( )
t

N t N t T
P

T V
− −

=
×

                                                (3) 

3.1.3 Congestion Detection Module 
The congestion detection module uses the data obtained by the delay detection module and the 
bandwidth acquisition module to detect the congestion status of the link, which can ensure that 
the controller can grasp the link load status of the entire network in real time, so as to avoid 
the chain congestion caused by random routing selection in routing mutation. During the 
network operation, the delay and bandwidth information of each path is obtained through the 
delay detection module and the bandwidth acquisition module, and the congestion detection 
module evaluates the information to judge the congestion status of the link. According to the 
ratio dP  of the link delay to the reference delay and the port bandwidth occupancy ratio tP , 
the link congestion degree cP  is obtained, and the link congestion degree is classified as lower 
than 50%, between 50% and 80%, and higher than 80% of three cases, which is used to 
dynamically adjust the path weight when the path is selected. The degree of link congestion is 
calculated by formula (4). 

, , ( ) ic t dP ma P lx P= ∀                                                 (4) 

3.2 Hop Path Calculation and Selection Based on Weighted Random Routing 
The research has shown that no matter the size of the network topology, the node connection 
always presents the characteristics of non-uniform distribution. Some important nodes tend to 
appear in the network topology, and these nodes participate in most of the connections in the 
network. Therefore, when these important nodes are attacked, they will have a significant 
impact on the entire network. Compared with fixed routing paths in static networks, random 
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routing mutation can alleviate the im-portance of these nodes to some extent through path 
transformation, but the effect is general (shown in Section 4-1). In this paper, we introduce 
network centrality defined from different angles to determine the important nodes and reduce 
the frequency of important nodes appearing in path selection, so as to reduce the importance 
of important nodes in the network and prevent attackers from monitoring important nodes to 
obtain a large amount of communication data. In addition, this section will intro-duce the link 
congestion information proposed in Section 3.1 into the path selection, dynamically adjust the 
weight of the path selection to avoid link congestion that may be caused by path mutation. 
This section will complete the calculation and selection of hop paths based on weighted 
random routing through three parts: path calculation, path initial weight calculation and path 
weighted random selection. The calculation steps are shown in Fig. 3. 
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Fig. 3. Mutation path calculation and selection. 

3.2.1 Path Calculation 
In SDN, the controller obtains the network topology of the entire network through the LLDP 
protocol. The topology discovery principle of the LLDP protocol is shown in Fig. 2. The 
controller sends LLDP packets with flooding instructions to all SDN switches in the network 
through Packet-Out. Once the SDN switch receives the LLDP packets from the controller, it 
will flood the LLDP packets to all ports according to the instructions. After receiving them, 
the neighboring switch will transmit them through Packet-In to the controller by matching the 
corresponding flow entry. The controller analyzes and processes the LLDP data packets, and 
establishes link information between the two SDN switches. When all SDN switches in the 
network complete the process in the same way, the controller is able to establish network-wide 
topology information. According to the network topology, while the host in the network 
initiates communication, the controller traverses the mutation routing nodes through the depth-
first search algorithm (DFS), finds all paths between the two communicating parties, and 
removes the excessively long paths to get the path set s tPaths → . 

3.2.2 Path Initial Weight Calculation 
The structural nature of the network topology itself leads to the appearance of important nodes, 
which will appear repeatedly in the path set s tPaths →  of two hosts, making the important 
nodes forward a large amount of communication data in the process of random path selection. 
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In order to reduce the frequency of the occurrence of important nodes in the network topology 
and prevent the attacker from obtaining excessive profits from the important nodes. In this 
section, we introduce three centrality indicators [22] to characterize the importance of nodes 
in the network, namely degree centrality, betweenness centrality and proximity centrality. 
According to the importance of the nodes, the initial weight of the path including the important 
nodes are reduced, thereby reducing the frequency of the important nodes appearing in the 
path selection is declined. The three centrality indicators are defined as follows. 
(1) Degree centrality 

The number of nodes connected to a node is called the degree of the node. The more nodes 
are directly connected, the higher the degree of the node. Therefore, the degree of a node often 
indicates the importance of the node in the network. The degree of a node is also the most 
direct indicator to judge the importance of a node in network analysis. In this paper, the degree 
centrality of nodes is measured by formula (5), where ( )deg u  represents the degree of node 
u, and V represents the set of nodes in the network. 

deg( )
1u
uD

V
=

−
                                                       (5) 

 
 

(2) Intermediate centrality 
Intermediate centrality indicates the number of times a node acts as the shortest path 

between any two nodes in the network. The higher the intermediate centrality of a node, the 
higher the frequency of the node in the shortest path, so the more important it is in the network. 
The intermediate centrality of a node is measured by formula (6), where ( )s tsPaths u→  
represents the number of shortest paths from s to t passing through node u, and s tsPaths →  
represents the number of shortest paths from s to t. 

( )s t
u

s t u V s t
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B

sPaths
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(3) Proximity centrality 

Proximity centrality is used to measure the average distance from one node to other nodes 
in the network. As shown in formula (7), where uvd  represents the geodesic distance between 
nodes u and v, as the higher the degree of network center of the node, the lower the average 
geodesic distance. Therefore, the reciprocal processing is performed, and V is the node set in 
the network. 

( )

1
u

uv
v v u

VC
d

≠

−
=
∑

                                                 (7) 

 
 

After obtaining the three indicators of degree centrality, intermediate centrality and 
proximity centrality of the node, we weight them to obtain the centrality weight uC  of the 
node, as shown in formula (8), where the weights of the three indicators are determined by the 
network administrator according to the network topology. The weight of the path set Paths is 
initialized using the centrality weight uC  of the node. The weight initialization calculation of 
the path is shown in formula (9), where ( )  j

s tavg Path →  represents the mean value of the node 

centrality weight of the path   j
s tPath → , which is calculated by dividing the total weight of the 

node in the path by the path length. The higher the centrality weight uC  of the nodes in the 
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path, the higher the average weight of the node, so the reciprocal processing is performed on 
it, and finally the initial weight ( )  j

s tweight Path →  of the path is obtained. 
,

1
u d u b u c u

d b c

C D B Cω ω ω
ω ω ω

= ∗ + ∗ + ∗
+ + =

                                            (8) 
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                              (9) 

3.2.3 Path Weighted Random Selection 
After the initial weight of the path is obtained according to the static properties of the network 
(namely, network topology) in Section 3.2.2, the weighted random path selection algorithm is 
used to select the path, which can effectively reduce the frequency of important nodes 
appearing in the path. Therefore, the importance of important nodes is reduced in the actual 
routing mutation operation. However, random selection of mutation paths based on path 
weights without constraints may cause link congestion and decrease network performance. 
Therefore, the algorithm refers to the congestion control of the TCP protocol, and dynamically 
controls the path weight ac-cording to the link load level returned by the link congestion 
detection module. The path weight control process is as follows: 

(1) In the congestion avoidance stage, the congestion detection module detects that the link 
load reaches 80%. The weight of the path where the link is located is decreased, thus entering 
the "slow start" stage, where the path weight is set to 1. 

(2) In the "slow start" stage, the congestion detection module detects that the link load is 
lower than 50%. When the weight of the path where the link is located does not exceed the 
initial weight obtained by formula (9), the path weight of each hop cycle will increase 
exponentially, that is, ( ) 2j

s tweight path → × , otherwise the path weight will be assigned the 
maximum weight obtained by formula (9). 

(3) In the "additive increase" phase of congestion avoidance, the congestion detection 
module detects that the link load is between 50% and 80%. When the weight of the path where 
the link is located does not exceed the maximum weight obtained by formula (9), the weight 
of each hop cycle is linearly increased, that is, ( ) 1j

s tweight path → + , otherwise the path weight 
is assigned the maximum weight obtained by formula (9). 

 
Algorithm 1: Path selection algorithm 
Input: 
(Pathss→t) : path set 
(weightss→t) : weight set 
(repeats→t) : non-repeatability constraint 
(congestionLinks) : congested link 
RandNum∈[0, sum(weightss→t)] : random number 
Output: 
Paths→t : Mutation path 
1. pathSelect(availablePathss→t, weightss→t, RandNum) 
2.   max = 0 
3.   for path in availablePathss→t do 
4.     max += weightss→t[path] 
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5.     if max>= RandNum do 
6.       return path 
7. for path in Pathss→t do 
8.   for clink in congestionLinks do 
9.     if clink in path 
10.       update weightss→t[path] according status(clink) 
11.   update weightss→t[path] 
12. if Len(usedPathss→t)< repeats→t do 
13.   usedPaths→t.append(Paths→t) 
14. else  
15.   usedPaths→t.update(Paths→t) 
16. availablePathss→t = Pathss→t - usedPaths→t 
17. Paths→t = pathSelect(availablePathss→t, weightss→t, RandNum) 

 
The path selection algorithm is shown in Algorithm 1. Lines 1 to 6 of the algorithm represent 

the function pathSelect, which selects the mutation path from the set of available paths 
according to the path weight and random number. Lines 7 to 11 of the algorithm dynamically 
adjust the path weights according to the network status, where congestionLinks is the set of 
links with a link congestion level higher than 50%, and line 10 processes paths with different 
weights according to the link congestion level, line 11 Weight processing is performed on 
paths with a link congestion level lower than 50. Lines 12 to 15 of the algorithm update the 
list of used paths according to the non-repeatability constraint. Lines 16 to 17 of the algorithm 
obtain the set of available paths and call the function pathSelect to obtain the mutation path

s tPath →  . 

3.3 Mutation strategy delivery 
To implement the routing mutation strategy, the controller needs to update the flow table 

entry on the SDN switch at the data layer and execute the routing path mutation. Due to the 
distributed nature of the data layer switches, the flow table update consistency problem is 
inevitable when the flow table entries are updated. In order to ensure the consistency of the 
flow table update and avoid packets error processing, this paper adopts the strategy of "reverse 
order addition, priority override" to update the flow table. When the flow table entries are 
updated, the flow table is delivered to the switches in the path in reverse order, that is, the 
source switch is sent the flow table last. In addition, the new mutation flow table entry will 
have a higher matching priority. Assuming that during the communication between the source 
host A and the destination host B, the communication path is changed from   1

A BPath →  hop to 
  2
A BPath → , then the communication data flow is transmitted in the following manner. 
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Fig. 4. Mutation strategy update. 

(1) When the communication path   1
A BPath →  is used, the communication data between the 

host A and the host B is transmitted on the path   1
A BPath → , as shown in the blue line in Fig. 4. 

(2) When installing the flow table for the communication path   2
A BPath → , the controller 

reverses the lower flow table of the switch in the mutation path. When the flow table is not 
installed to the same common prefix node as   1

A BPath →  (switch 1 in Fig. 4), The 
communication data between host A and host B is still transmitted on the path   1

A BPath → . 

(3) When the flow table of the communication path   2
A BPath →  is installed to the same 

common prefix node as   1
A BPath → , the communication data between host A and host B are 

transmitted on   2
A BPath →  by matching the flow table entry of   2

A BPath →  because the flow table 

entry of   2
A BPath →  has a higher priority. 

(4) The path   1
A BPath →  related flow table entry are deleted when they reach the 

hard_timeout setting time, relieving the pressure on the flow table capacity of the switch. 
When host A stops communicating with host B, the flow entry related to the communication 

path will be deleted due to the expiration of the idle_timeout time, and then the FlowRemoved 
event will be triggered to make the controller detect the interruption of communication 
between host A and host B, and stop the selection and update of the path. 

4. Experimental verification and analysis 
Usually, due to limited capabilities and resources, it is difficult for an attacker to launch a 
monitoring attack on all nodes and links of the target network. In the experiment, it is assumed 
that the attacker randomly selects some nodes in the network and obtains communication data 
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through port traffic mirroring to resume the communication session. Therefore, this section 
measures the effectiveness of the mutation algorithm by using the ratio of the data monitored 
by the attacker in the cracked node to the total transmitted data. In addition, the host 
communication delay and CPU load of the virtual machine after the introduction of routing 
mutation are collected to measure the performance and overhead of the proposed routing 
mutation algorithm. 

An SDN switch network is created through Mininet [23] with the OpenFlow1.3 protocol 
standard as the southbound interface. Ryu is used as the SDN controller to control the traffic 
transmission of the network. The resources owned by the virtual machines running Mininet 
and Ryu are: Intel i7-9750h 4-core 2.6GHz, 5G memory. The experimental topology is shown 
in Fig. 5. 
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Fig. 5. Experimental topology. 

4.1 Validity Verification 
The experiment sets up 8 pairs of hosts in the network (which includes host1 and server20) to 
communicate with each other at the speed of 100Mb/s for 10 minutes, with a routing mutation 
period of 10s, and the maximum link load capacity set to 600Mb/s. In this communication 
state, a partial link congestion degree 80%cP ≥  occurs in some cycles, which triggers the path 
weighted random selection for the congestion management (described in Section 3.2.3). 
Monitor the communication data between host1 and server20 on all switch nodes (except 
source and destination nodes). The experiment is divided into four communication schemes: 
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static network, random routing, DPW-RRM without link congestion, and DPW-RRM under 
link congestion. The experimental results are shown in Fig. 6, where the horizontal coordinate 
is the switch node number, and the vertical coordinate represents the percentage of the number 
of packets monitored by the switch nodes to the total. 
 

 

Fig. 6. The number of packets the attacker listens to on the node. 

As can be seen from the figure, since the routing path in the static network will not change 
once it is generated, the shortest path between host1 and server20 is obtained according to the 
shortest path algorithm as (1-4-5-8-9). Therefore, the attacker can monitor all communication 
data between host1 and server20 on any of the switches (4,5,8). In contrast, the random routing 
network will distribute the communication data on all switch nodes, however, the randomly 
generated forwarding path will cause some important nodes (such as node 5) to appear 
repeatedly in multiple paths, so that the attacker in important nodes can obtain most of the 
communication data and may cause link congestion of important nodes. Several experimental 
results show that the random routing strategy will make the important node 5 forward more 
than 80% of the communication data. The DPW-RRM mutation scheme proposed in this paper 
can effectively solve this problem. As shown in the Fig. 6, after introducing the path weighted 
random selection algorithm, the forwarding communication data of important node 5 is 
reduced to 63%. Moreover, the DPW-RRM can dynamically adjust the path weight before 
network link congestion to avoid the degradation of the network transmission performance 
caused by the overload of the network link. 

4.2 Performance Testing 
Compared with the traditional network, the routing mutation network improves the active 
defense capability of the network, but it will bring more performance consumption. This 
section will discuss the performance influence brought by the introduction of DPW-RRM from 
the aspects of algorithmic overhead, transmission delay, and CPU load.  
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4.2.1 Algorithmic Overhead 
This section compares the efficiency of the STM algorithm and the DPW-RRM algorithm 
based on the graph theory algorithm in solving the path. To ensure the reliability of the 
comparison, a variety of complex topologies of Topology zoo [24] are selected for 
experimental comparison, and the relevant information of the topology is shown in Table 1. 
The data layer network is generated by the topology simulation through Mininet, and 
comparative experiments are carried out on different topologies to obtain the solution time of 
the STM algorithm and the DPW-RRM algorithm. 
 

Table 1. Different experimental topologies 
Topology 

name Abilene Ans Agis BICS SANET DFN Ans 

Node 11 18 25 33 43 58 18 
Link 14 25 30 48 45 87 25 

 

The experimental results are shown in Fig. 7, where the abscissa represents different 
topology names, and the ordinate represents the time it takes to solve the path of the topology. 
It can be seen that as the number of different topology nodes increases, the solution time of 
the STM algorithm increases exponentially, while the solution time of the DPW-RRM 
algorithm shows an overall increasing trend, but the growth trend is significantly smaller than 
that of the STM algorithm. The reason for the increase in the number of topology BICS to 
SANET nodes but the decrease in the solution time is that DPW-RRM relies on the deep search 
algorithm to calculate the path, while topological BICS, although the number of nodes is less 
than that of SANET, has a higher complexity of the topology, and therefore the solution time 
is longer. In addition, the method of solving path using the STM constraint has to input all the 
constraints to solve the paths again for each mutation. However, DPW-RRM splits the path 
calculation and selection into two steps to execute path calculation and path selection. The 
communicating parties only need to calculate the paths of both parties at the first 
communication, and only the path selection algorithm is executed during the mutation process 
thereafter, which compresses the time complexity to a constant level and is only related to the 
number of paths between the communicating parties. 

 

Fig. 7. Solution time of mutation space in different topologies. 
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4.2.2 Transmission Delay 
The routing and forwarding paths in traditional networks are usually the shortest paths, and 
some longer routing paths are selected for mutation in DPW-RRM networks to ensure the 
randomness of the routings, thus leading to the increase of network delay. In this section, the 
network delay is collected and analyzed under different routing mutation cycles, and the 
experimental results are shown in Fig. 8. The horizontal coordinate is the transmission rate of 
data packets sent from host1 to server20, and the vertical coordinate is the delay. 
 

 

Fig. 8. Comparison of transmission delays with different mutation periods. 

As can be seen from the figure, he DPW-RRM network has a higher communication delay 
compared to the traditional network, and the communication delay is further improved as the 
reduction of the routing mutation period. In the traditional network, the transmission delay is 
between 0.67ms and 0.71ms, and with the increase of transmission rate, the delay of DPW-
RRM network with 10s mutation period is increased between 0.08ms and 0.63ms, and the 
delay of DPW-RRM network with 5s mutation period is increased between 0.32ms and 0.76ms. 

The delay improvement of the DPW-RRM network is mainly in two aspects: first, one is 
the improvement of routing path length, which will cause the communication data packets to 
pass through more links and switch nodes in the network, thus bringing about a higher time 
delay. Second, the delay caused by the installation of the flow table, according to the flow 
table update strategy of "reverse order addition", when the flow table is updated to the same 
prefix routing node, such as the routing path changes from (1-4-5-8- 9) to (1-2-3-6-9), when 
node 1 updates the flow table, it will have a certain impact on the data flow in transmission, 
thus resulting in an increase in delay. Therefore, the transmission delay of the DPW-RRM 
network is higher than that of the traditional network, and the delay will increase with the 
increase of the routing mutation frequency. 

4.2.3 CPU Load 
The routing and forwarding paths in traditional networks are basically unchanged after they 
are generated. In contrast, the DPW-RRM network needs to dynamically change the routing 
path for both communication parties according to the routing mutation cycle. Therefore, more 
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routing selection, flow table generation and flow table installation operations are required, 
which results in an increase in the CPU load of the controller. The main influencing factor is 
the routing mutation period. The experimental results are shown in Fig. 9, where 10 pairs of 
hosts in the network communicate with each other to observe the CPU load under different 
mutation cycles. The horizontal coordinate is the running time, and the vertical coordinate is 
the CPU load. As can be seen from the figure, the CPU load of the traditional network is 
between 11.3% and 13.5%, the CPU load of routing mutation with a mutation cycle of 10s is 
between 13.5% and 16.3%, and the CPU load of routing mutation with a mutation cycle of 5 
s is between 17.4% and 19.1%, and the CPU load increases as the mutation period decreases. 
The reason is that as the mutation period decreases, the controller performs more frequent 
routing selection, flow table generation, and flow table installation operations, resulting in the 
increase of CPU load. 
 

 

Fig. 9. Comparison of CPU load with different jump cycles. 

In addition, in order to ensure the communication stability of the routing mutation network 
during the mutation period, when the mutation flow table is updated, the new and old flow 
entries will reside in the switch for a period of time at the same time, resulting in increased 
consumption of flow table space. 

5. Conclusion 
Aiming at monitoring attacks, this paper proposes a random routing mutation defense method 
based on dynamic path weights—DPW-RRM, which balances the path weights by introducing 
the network centrality metric to portray the importance of nodes; dynamically adjusts the 
weighted weights of routing paths through network state constraints to avoid network link 
congestion caused by routing mutation; dynamically changes routing paths through weighted 
random routing mutation, increasing the difficulty and cost of attackers to perform monitoring 
attacks. The experimental results show that DPW-RRM can ensure the normal overhead and 
basic performance of the network system, and effectively disperse the communication traffic 
among multiple paths to resist the monitoring attack. 
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In the current work, there are still some problems in the calculation and selection of paths 
in terms of flexibility. Future work will introduce a reinforcement learning framework to select 
mutation paths at node granularity and optimize path mutation strategies to further improve 
the active defense capability of the network. 
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