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Abstract 
 

With the development and wide application of hybrid network computing modes like cloud 
computing, edge computing and fog computing, the customer service requests and the 
collaborative optimization of various computing resources face huge challenges. Considering 
the characteristics of network environment resources, the optimized deployment of service 
resources is a feasible solution. So, in this paper, the optimal goals for deploying service 
resources are customer experience and service cost. The focus is on the system impact of 
deploying services on load, fault tolerance, service cost, and quality of service (QoS). 
Therefore, the alternate node filtering algorithm (ANF) and the adjustment factor of cost 
matrix are proposed in this paper to enhance the system service performance without changing 
the minimum total service cost, and corresponding theoretical proof has been provided. In 
addition, for improving the fault tolerance of system, the alternate node preference factor and 
algorithm (ANP) are presented, which can effectively reduce the probability of data copy loss, 
based on which an improved cost-efficient replica deployment strategy named ICERD is given. 
Finally, by simulating the random occurrence of cloud node failures in the experiments and 
comparing the ICERD strategy with representative strategies, it has been validated that the 
ICERD strategy proposed in this paper not only effectively reduces customer access latency, 
meets customers' QoS requests, and improves system service quality, but also maintains the 
load balancing of the entire system, reduces service cost, enhances system fault tolerance, 
which further confirm the effectiveness and reliability of the ICERD strategy. 
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1. Introduction 

Advanced both in technology and concept, cloud can provide IT self-service, flexible 
resource expansion and pay-as-you-go IT service by combining mature IT infrastructure 
technologies with innovative service models. It also lays a foundation for the development of 
the mobile and networked information, and points out the development direction for computer 
technology of the next generation, which is highly anticipated by the industry. However, the 
import-and-export of data from cloud is indeed more complicated and difficult than people 
think. With the fast advancement of mobile Internet and IoT (Internet of Things), people are 
increasingly likely to rely on the cloud. As a result, there is a rising trend in the connectivity of 
intelligent devices to the Internet [1]. Howere, the amount of data generated every day not only 
brings huge transmission pressure to the network but also adds to the burden on data centers, 
so it is very unrealistic to transfer operations to the cloud for real-time data interaction at an 
almost TB level. As an extension and complement of cloud computing, fog computing and 
edge computing transmit data processing to data generation sources and try to reduce latency 
by cutting down the amount of data sent to the cloud. Although both edge computing and fog 
computing can reduce the system response time and improve system security, edge devices 
often have limited computing power and storage space, making it difficult to handle 
large-scale and complex computing tasks. Additionally, fog computing requires data to be 
transmitted to edge nodes for processing, which can increase network transmission costs if the 
data volume is large [2]. 

In the cloud, customers do not need to purchase their required software systems or configure 
corresponding hardware systems. They don't even need to provide maintenance personnel. 
Instead, they can simply lease the required services on-demand through the network. So, in 
cloud computing, the mode of multi-tenant sharing an application can reduce the operation and 
maintenance cost of the cloud service provider and the rental cost of customer. According to 
the tenant's requirement, the cloud service provider needs to determine the application 
instances to be deployed, the number of application instance replicas, and the cloud nodes to 
be used, etc. when their service platform is built completely. The issues need to be mainly 
considered when optimizing system resources. With the ongoing expansion of the cloud 
platform, the cloud service providers are facing some main problems like how to effectively 
deploy and manage applications, provide services for more tenants with the least resources and 
costs while obtaining maximum profits, and constantly improve the QoS requests for 
customers. 

Unfortunately, node failures and unexpected outages are inevitable in cloud storage due to 
various unpredictable security risks, even the most reputable and the largest cloud vendors are 
not exempt from these challenges. As an example, in June 2018, Microsoft Azure experienced 
a downtime of over 5 hours1; In June 2019, Google Cloud Platform experienced a network 
outage for more than 4 hours, affecting the services in the western, eastern and central parts of 
United States2. The above examples show that cloud node failure has a serious impact on 
customer experience. Therefore, the fault-tolerant mechanism of cloud system is always a 
reliable guarantee for cloud services, which is a hot issue in cloud computing system 
management. At present, for cloud service providers, the problem of application recovery and 

 
1 http://www.myzaker.com/article/5c2bf94c77ac640156201ac5 
2 https://www.sdnlab.com/23850.html 

http://www.myzaker.com/article/5c2bf94c77ac640156201ac5
https://www.sdnlab.com/23850.html
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redeployment after the failure of cloud nodes has become a research hotspot in this field, 
which has certain commercial and academic value. 

The failure of cloud nodes is one of the main reasons affecting consumer experience, 
according to which this paper presents a strategy for optimizing resource deployment based on 
consumer experience and cost. The main contributions of this paper include:  

(1) In the paper, the main factors affecting system load, including storage utilization, 
concurrent access rate, and bandwidth utilization, are considered. The paper proposes an 
alternate node filtering algorithm (ANF) to effectively ensure the quality of service. 

(2) In the mathematical model of minimum service cost, it can be proved that the system 
performance can be optimized without changing the optimal solution when the adjustment 
factor of cost matrix is given.  

(3) For the problem of data replica deployment, a "three ones" principle is proposed in this 
paper to avoid the phenomenon of the same data replica deployed to the same node as much as 
possible. So the probability of data replica loss is reduced and the fault tolerance of the system 
is improved. And the alternate node preference factor and alternate node preference algorithm 
ANP are also given in the paper. Based on these considerations, the CERD strategy is 
improved and optimized, resulting in the development of a new strategy called ICERD. 

The experimental results demonstrate the effectiveness of the ICERD strategy in rapidly 
redistributing the application instances from the failed nodes to alternate nodes. The strategy 
keeps the system load balanced, reduces the service cost, and enhances the system fault 
tolerance. 

Due to the mechanism of the service-popularity-determined number of the application 
instance replicas is adopted, and the concurrent access rate and bandwidth utilization rate of 
the cloud node are considered in the deployment, the customer's access latency is effectively 
shortened, the customers' QoS requests are effectively met, and the service quality of the 
system is therefore enhanced. 

The subsequent sections of this paper are structured as follows: the related work and 
problem analysis are provided in Section 2. Section 3 defines the terminologies and symbols, 
and presents a mathematical model and its related properties. The model parameters are 
determined in this section, too. The details of ICERD are provided in Section 4 with 
theoretical analysis. In Section 5, the adaptive application program deployment strategy 
(ICERD) for cost optimization is proposed. In Section 6, some experimental analysis are 
conducted. And finally, the purpose of this paper is summarized, and the next possible work is 
discussed. 

2. Related Work and Problem Analysis 

2.1 Related Work 
The future world will be an era in which everything is connected. With the improvement of 
technical standards and continuous breakthroughs of key technologies in IoT, the era of data 
explosion has come. If these huge amounts of data cannot be timely processed and utilized, 
they will soon become data garbage. How to solve the storage problem of mass data and 
process them effectively in real time are the key issues today. While providing a variety of data 
storage types, the cloud storage can offer a low-cost, infinitely scalable, highly reliable storage 
platform which is consists of not only thousands of servers, but also devices such as laptops, 
smartphones, tablets, sensors and smart routers, etc. However, these devices may fail at any 
time. Therefore, for cloud service providers, improving redundant replica and failure recovery 
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mechanisms are the guarantee to achieve reliable storage of applications in the cluster. The 
recovery of application replica and the deployment of all applications are directly related to the 
service cost and the quality of cloud storage, which are also a hotspot issue in the field of cloud 
storage. 

In recent times, there has been a significant surge in research related to cloud storage 
systems and the management of their replicas. The implementation of an optimal number of 
replicas is crucial for reducing storage costs in a cloud storage system. However, the 
conventional 3-replica replication strategy often leads to excessive storage space consumption, 
thereby incurring unnecessary expenses [3]. In the prior research, the focus was on matching 
the number of data backups with the specific requirements of clients. To achieve this, the 
minimum cost of storage blocks (MCSB) strategy was proposed, which effectively met the 
storage needs of users while minimizing costs. And the system load was considered and 
adaptive MCSB (AMCSB) strategy was presented in order to ensure the optimal performance 
of the system [4]. Li et al. examined the trade-off between storage cost and data reliability. By 
implementing proactive tracking and detection mechanisms, they were able to effectively 
reduce the number of data copies, leading to significant cost savings in storage. However, it is 
important to note that this approach also introduced additional system overhead due to the 
continuous detection process [5]. Bao et al. conducted a study aiming to decrease the repair 
time by minimizing repair costs. they focused on the encoding and repair methods of 
cross-datacenter erasure codes and proposed a hybrid-structured repair method, in [6]. [7] 
studied the cost minimization of online virtual network function (VNF) backup in the edge 
computing environment, proposed the Drift-Plus-Penalty online backup deployment scheme. 

In cloud computing, when failure nodes are identified, it is common practice to replicate and 
redeploy the missing data to ensure data recovery and maintain data reliability. In [8], utilizing 
an enhanced secret sharing algorithm, Zhang et al. proposed a method for distributed data 
backup and recovery, which could quickly recover data on the backup controller in the event 
of a failure, greatly improving network availability. [9] proposed a two-stage container failure 
recovery strategy considering application priority, and used formal methods and greedy 
heuristics to deal with the failure recovery of high priority and low priority applications 
respectively, so as to improve the failure recovery efficiency of container applications in the 
edge computing environment. Lin et al. proposed a novel failure prediction technique in [10]. 
The technique allows for the identification of potentially failure-prone nodes in cloud by 
analyzing historical data, even before the actual occurrence of node failures. Gupta et al. 
combined an effective fault-tolerant method with an encryption algorithm to select the 
minimum fault-tolerant nodes [11]. In [12], Chinnathambi et al. gave a simple and reliable 
Byzantine fault detection method, and designed a scheduling algorithm and checkpoint 
optimization algorithm on this basis, which could be fault-tolerant and eliminated before the 
impact of Byzantine faults. In [13], a method to automatically provide delay-aware failover 
strategy through server placement algorithm was proposed. According to the failure 
probability of file, [14] presented the minimum replicas formula of reaching file expected 
availability, and realized a high scalable dynamic replicas management strategy in cloud 
storage system. In [15], Wang et al. presented a technique of selective data recovery in the 
event of node failure, taking into account service cost, service quality and load, and gave an 
economic and effective replica deployment strategy (CERD). [16] focused on online failure 
prediction for cloud computing and presented a failure prediction method, which leveraged the 
Hidden Markov Model and Cloud Theory to achieve an optimal balance between failure 
prediction accuracy and computational overhead. [17] introduced a multi-class load balancing 
method aimed at distributing various classes of customer tasks across multiple heterogeneous 
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computing nodes. The objective of this method was to minimize the per-class mean response 
time. In cloud, the issues of updating cloud node, adding data and modifying data greatly 
affected the system load, [18] designed a resource allocation mechanism based on dynamic 
pricing and task allocation algorithms to achieve effective load balancing of cloud services 
and enhance the utilization of cloud.  

The providers face a challenging task of efficiently handling dynamic customer service 
requests while ensuring cost-effectiveness and adherence to service level agreement (SLA). 
For minimizing the overall execution time of priority tasks, policy iteration scheduling (PIS), 
proposed by [19], offered a novel approach to globally optimize strategy of independent task 
scheduling. Mohan et al. proposed an optimized framework for placing blocks in 
geographically distributed storage clusters to minimize the average cost of single block repair, 
so as to achieve a significant improvement in repair performance in case of node failure [20]. 
In [21], Xia et al. studied quality-of-service (QoS)-aware data replication and placement and 
offered an efficient heuristic algorithm. As for continuously supporting QoS requirements, 
[22] proposed a random diffusion search algorithm that could minimize the replication cost of 
data. In order to meet the requirements of QoS based on SLA, resource management strategies 
must be considered. A resource scheduling model consisting of two levels was proposed by 
[23], with the goal of decreasing service delay and enhancing task execution stability. 

 
Table 1.  Comparison of resource deployment algorithms in cloud computing 

Reference Methodology Advantage Disadvantage 

[3] 
The conventional 
3-replica replication 
strategy in Hadoop 

• Fault tolerance 
• High availability 
• Load balancing 

• Increase storage overhead 
• Increase network overhead 
• Not considering cost 

[4] 
The adaptive minimum 
cost of storage blocks 
(AMCSB) strategy 

• Load balancing 
• Reduce service cost 
• Improve service quality 

• Not considering bandwidth 
• Not considering concurrent tasks 

[5] 
A novel cost-effective 
reliability management 
mechanism  

• High availability 
• Optimization storage 
• Reduce service cost 

• Not considering system load  
• Not considering data access 

performance issues 

[9] 

Double applause 
recovery mechanism 
characterized by 
application priority 

• Fault tolerance 
• Reduce system latency 

• Not considering cost  
• Not considering system load 

[14] 
A cost-effective 
dynamic replication 
management scheme 

• Optimization storage 
• Load balancing 

• The cost is not the lowest 
• Not considering bandwidth 
• Not considering concurrent tasks 

[15] 
A cost-effective replica 
deployment strategy 

• Load balancing 
• Improve service quality 
• Reduce service cost 

• Not further optimizing system 
performance 

• Poor fault tolerance 

[18] 
A resource allocation 
mechanism based on 
dynamic pricing 

• Load balancing 
• Improve cloud resource 

utilization 

• Not considering cost  
• Not considering bandwidth 
• Not considering concurrent tasks 
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From the above related work, it can be seen that the current influencing factors of the whole 
system for the deployment of service resources in the network environment are not 
comprehensively considered, and less attention is given to users' requirements. In this paper, 
customer experience is emphasized as the focal point, with service cost as the optimal goal. 
The focus is on the systemic impact of deploying services on load, fault tolerance, and service 
cost. 

2.2 Problem Analysis 
In the network computing mode, optimizing deployment problem is to determine the 
deployment relationship and resource allocation between the tenants and the application 
instances, the application instances and the servers, so the system resource utilization rate and 
the software supplier's profit can be maximized, and the service cost can also be minimized 
while tenant's service requests are met. In order to improve the availability of the cloud 
platform and the system fault tolerance, the replica mechanism of the application instance is 
widely used. Even if the cloud node fails in the cloud platform, by automatically acquiring 
copies from other fully functional cloud nodes, the system ensured the availability and 
reliability of the cloud platform. 

Because the huge cloud storage systems are composed of various cloud nodes with different 
performance, and the most of these machines are cheap and unreliable. Furthermore, 
considering the unreliable network connections and limited bandwidth, the failure of cloud 
nodes is considered a routine occurrence rather than an exceptional event. Since any data 
stored on the failure node will no longer be valid, the failure of the cloud node will inevitably 
cause some data replicas to be lost or lower than the specified value, which will seriously 
affect the quality of users' service requests. Therefore, the system will continuously detect the 
data that needs to be replicated and redeploy them to other cloud nodes to achieve the specified 
number of replicas and meet the user's QoS requests. So as to ensure the efficiency and 
availability of the system. 

In a large-scale data storage system, each cloud node differs in storage capacity and 
acceptable concurrent access. When the cloud node's access capacity is saturated, a request 
from a new client will be blocked or rejected. Thus, cloud service providers have been 
pursuing the goal of reducing the service cost of storage data as much as possible without 
affecting the system utilization and reliability. 

Firstly, the storage capacity available sets inherent limitations on the amount of data that 
can be stored. Additionally, as the number of replicas increases, the management of the system 
becomes increasingly complex. Moreover, the inclusion of additional replicas incurs 
additional management cost, ultimately leading to higher service cost for the cloud platform. 
For real-time application instances, generally, they can only be visited frequently by tenants in 
a certain period of time. Therefore, only by adopting a real-time and reasonable application 
instance replicas mechanism and storing all application instances and their replicas on cloud 
nodes in a distributed way, via parallel data transmission, service performance and 
transmission efficiency can be enhanced by considering the factors mentioned above and 
calculating the optimal number of replicas based on the popularity of each service [4]. 

At present, although cloud computing can reliably store data with high fault tolerance and 
provide high throughput data access, the nodes in cloud computing are generally composed of 
low-cost nodes, so hardware errors are normal rather than abnormal. Faced with this situation, 
as shown in Fig. 1, the main problems studied in this paper focus on the basic services of IaaS 
(Infrastructure as a Service) to ensure service cost and service quality. Firstly, how to obtain 
the lost data information and its popularity. Secondly, how to select the alternative nodes in the 
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cloud, which will affect the system service quality; finally, how to redeploy these data fastly 
and efficiently, maintain system load balance, decrease service costs, improve service quality 
and enhance system fault tolerance. 

On this basis, a strict mathematical model for the aforementioned problems is established by 
introducing the corresponding terms and symbols, and the existence of optimization strategies 
for these problems is discussed. The problem can be simplified as follows: determining the 
number of data replicas that can ensure a good customer experience and considering the 
available storage space, distribution, and storage cost in the cloud storage system. Furthermore, 
a cost-optimized redeployment mechanism is designed and implemented for lost data in the 
event of node failure. 

 

 
 

Fig. 1.  Cloud computing architecture 

3. Mathematical Model 

3.1 Terminology and Definition 
To enhance the clarity and understanding of the problem discussed in this paper, let us define 
certain terms and principles: 

(1) Total number of nodes in the network computing resources: Denoted as Y. This 
represents the total count of computing resources available in the network. 

(2) Number of failed nodes: Denoted as F (F≤ Y). It refers to the count of nodes that have 
experienced failure. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 11, November 2023                        3037 

(3) Number of data blocks stored in the failed nodes: Denoted as B. This indicates the 
number of data blocks that are currently stored in the failed nodes. 

Additionally, the definitions of service cost, service total cost, data block's popularity, and 
data deployment principle are given as follows: 

Definition 1: The service cost cij represents the cost of utilizing the i-th cloud node to store 
the j-th data block. The comprehensive cost of storing all data blocks in cloud nodes is referred 
to as the overall service cost. 

Definition 2: In a specific time period, data block's popularity (hotj) refers to the proportion of 
accesses made to the j-th data block out of the total number of accesses made to all data blocks.  

Definition 3: This paper adopts the principle that two or more replicas of the same data block 
cannot be deployed to the same node in one resource deployment. this principle is called the 
"three ones". 

3.2. Alternate Node Filtering Method 
In this paper, because the main aim is to optimize system performance, improve system fault 
tolerance, reduce the storage cost and improve the customers' QoS requests, when analyzing the 
system load, they are considered comprehensively which are the real-time availability of storage 
space, concurrent access and bandwidth utilization of cloud nodes, described as follows:  

(1) Storage space 
In order to describe the disk space utilization of cloud nodes, the storage utilization of cloud 

node Dk (1≤k≤D) is represented by Lk (1≤k≤D), which is computed by: 

= k
k

k

uL s                                                              (1) 

Where uk represents the occupied storage capacity of cloud node Dk, and sk represents the total 
storage capacity of cloud node Dk. 0≤Lk≤1, when Lk=0, it means that the cloud node Dk is not 
used and is in idle state currently. 

Let's define SumD as the total number of cloud nodes in the system, and SL as the system's 
disk space utilization. SL is computed by: 

1==
∑

D

k
k

L
SL SumD                                                     (2) 

(2) Concurrent access 
Set the concurrent access rate Tk of a cloud node, which is defined as: 

= k
k

k

TaskT
SumTask

                                                      (3) 

In Eq. (3), Taskk represents the number of the tasks currently being executed by the k-th 
cloud node, and SumTaskk represents the maximum number of the tasks that can be executed 
by the k-th cloud node at the same time.  

The overall concurrent access rate of the system is CA, which is computed by: 

1==
∑

D

k
k

T
CA SumD                                                   (4) 

(3) Bandwidth utilization 
Set the bandwidth utilization of the cloud node Wk, as shown in Eq. (5): 

= k
k

k

wW
SumW

                                                      (5) 
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In Eq. (5), wk represents the amount of bandwidth occupied by node Dk, SumWk represents 
the total bandwidth allocated to cloud node Dk.  

The overall bandwidth utilization rate of the system is BW, which is computed by: 

1
W

==
∑

D

k
kBW SumD                                                (6) 

Then, Eq. (7) describes the load condition LBk of cloud node Dk. 
= × + × + ×k k sl k ca k bwLB L W T W W W                                     (7) 

+ 1+ =sl ca bwW W W  
0 1,0 1,0 1,min( , , ) max( , , )≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤k k k k k k k k kL T W L T W LB L T W  

Where Wsl, Wca and Wbw are the weights of disk space utilization, concurrent access and 
bandwidth utilization of cloud nodes.  

The load of the system is shown in Eq. (8), this value is called the load threshold LB in this 
paper. 

+= × + × ×sl ca bwLB SL W CA W BW W                                    (8) 
1+ + =sl ca bwW W W  

0 1,0 1,0 1,min( , , ) max( , , )≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤SL CA BW SL CA BW LB SL CA BW
 When 0≤LBk≤LB, the node load belongs to the cloud node set Llight of light load, otherwise, 

it is categorized as the cloud node set Lheavy of heavy load. For the data that need to be 
redeployed, the alternative nodes are the elements in the set Llight, with the total number 
D=|Llight|. The alternate node filtering algorithm (ANF) is described in Algorithm 1: 

 

Algorithm 1. Alternate node filtering 
Input: storage space parameters, concurrent access parameters, 

and bandwidth utilization parameters of cloud nodes 
Output: alternate nodes' labels and total number D 

Step 1: According to Eq. (1), the storage utilization of each node is 
calculated respectively;  

Step 2: According to Eq. (2), the storage space utilization of the 
system is calculated;  

Step 3: According to Eq. (3), the concurrent access rate of each 
node is calculated; 

Step 4: According to Eq. (4), the overall concurrent access rate of 
the system is calculated; 

Step 5: According to Eq. (5), the bandwidth utilization of each 
node is calculated; 

Step 6: According to Eq. (6), the overall bandwidth utilization of 
the system is calculated;  

Step 7: Use Eq. (7) to calculate the load of each cloud node LBk;  
Step 8: Use Eq. (8) to calculate the whole system load LB; 
Step 9: When 0≤LBk≤LB, the node load belongs to the cloud node 

set Llight of light load, otherwise, it is categorized as the 
cloud node set Lheavy of heavy load; 

Step 10: D=|Llight|, output alternate nodes' labels and total number 
D. 
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3.3 Mathematical Model 
Generally, due to the low failure rate of cloud nodes, the total number of data blocks lost is 
relatively small. According to the "three ones" principle, and considering the load of cloud 
node and the advantages of distributed parallel computing, when the nodes fail, the lost B data 
blocks are backed up again, and data are redeployed on D cloud nodes. 

The strategy proposed in this paper will be considered in the following two cases: (1) when 
B≤D, it will be transformed into a classical assignment problem to solve until all the data are 
deployed in the nodes. (2) When B>D, if continuing to use the assignment method, it will 
increase the probability that the same node stores multiple replicas of the same data, and 
reduce the fault-tolerant ability of the system. In this paper, the local assignment algorithm is 
used to resolve the problem, which is described in Section 5.2 of this paper, until all the data 
are deployed in the nodes. 

Suppose that the total number of nodes equals the total number of data blocks after 
adjustment, which is represented by B. Because the service cost of cloud nodes is different, the 
purpose of storing B data blocks in B cloud nodes is to decrease system service cost, improve 
the service quality and enhance the fault tolerance of the system. In other words, our problem 
has been reformulated as an optimization problem, as depicted in Eq. (9). 

1 1
min( )

B B

ij ij
j i

S c x
= =

= ∑∑                                                         (9) 

1 2

1 2

1
1,2, ,

1. .
1,2, ,

0,1; 1,2, , ; 1,2, ,

+ + + + + =
 = + + + + + =
 =


= = =

 



 



 

i i ij iB

j j ij Bj

ij

x x x x
i B

x x x xs t
j B

x i B j B

 

This is an integer programming of type 0-1. Its matrix form is shown in Eq. (10): 
min( ) =S CX                                                            (10) 

1
. .

0 1, , 1,2,...,或

=
 = = ij

AX
s t

x i j B
 

Where A is 2B×B2 matrix. 
11 12 1 21 22 1 1 2( , ,..., , , ,..., ,..., , ,..., )= T

B B B B BBX x x x x x x x x x ,

11 12 1 21 22 1 1 2( , ,..., , , ,..., ,..., , ,..., )= B B B B BBC c c c c c c c c c  

( )
1: The jth block is stored in the ith node

1 ,  1
0 : The jth block is not stored in the ith nodeijX i B j B

= ≤ ≤ ≤ ≤


；

；
 

Then, the matrix C of the service cost is depicted in Eq. (11): 
 
 
                                          (11) 
 
 
 

Theorem 1: In any column or any row of service cost matrix C, subtracting or adding a 
constant will not impact on the optimal solution of the problem.  

Currently, take subtracting a constant from any row as an example to prove that other cases 
are similar. 
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Proof. After subtracting a constant h from any row in the service quality cost matrix for 
adjustment, the problem is transformed into the optimal solution for min(S)’. Based on the 
conditions stated in Eq. (9), min(S)=min(S)’+h can be got. Therefore, the optimal solution will 
not be affected after the adjustment. In other words, the service cost will not be affected. 

If there are N 0 elements in the matrix C of service cost that are located in different columns 
of different rows, then the optimal solution of the problem is to take 1 as the corresponding 
variables to these 0 elements and 0 as the rest of the variables. The basic idea of our strategy is 
to subtract a certain constant from all the rows columns of service cost matrix C, and then 
convert C into N 0 elements which are located in different columns and different rows, so that 
the variables corresponding to these 0 elements are taken as 1, and other variables are taken as 
0, then the optimal solution of the problem is obtained. 

4. Determination of Model Parameters 

4.1 Service Coset cij  
In the cloud, according to their business needs, users usually rent corresponding services from 
the cloud providers. The service cost cij is determined by factors including software and 
hardware, such as the number of CPUs, their cores and main frequency, the size of memory, 
operating system (Linux and windows), hard disk and network disk, database (SQL server, my 
SQL, Oracle, PostgreSQL, Cassandra and MongoDB), network bandwidth (Mbps), as well as 
the maintenance software cost and hardware cost, and the geographical location of rental 
services. The factors listed above are all in direct proportion to the rental cost. The rental unit 
price typically follows a calculation based on different time intervals, such as hours, months, 
or years. The popular cloud service providers like Amazon, Alibaba, and Grandcloud 
determine their prices based on the previous factors. This paper takes the cloud quotation of 
Grandcloud as the parameter, and carries out the relevant experimental test work. 

4.2 Data Block's Popularity and Number of Replicas 
In the experiment section of our paper, the popularity of replicas is utilized to predict the 
number of replicas for the big data samples [4]. 

4.3 Service Quality  
The quality of service provided by cloud platform for users can be measured in the following 
three aspects: (1) the rapidity of time, which mainly refers to whether the service provider is 
sensitive to users' requests and swift in action, which means the shorter the time, the better. (2) 
Whether the technology is standard, that is to say whether the service provider's technology is 
actually excellent and it can really solve problems for customers. (3) Whether the commitment 
is reliable, that is, whether the service provider and the service requester can fulfill the service 
level agreement (SLA). In this paper, the average service response time of the system is 
mainly used as a measure of service quality. 

5. Optimization Strategy 

5.1 Adjustment Factor of Cost Matrix 
Definition 4 The adjustment factor Eij of cost matrix reflects the relationship between the 
service cost of the same data node and the popularity of the stored data block, which is the 
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extra cost caused by the popularity. Let Eij=min(cij)×hoti, where min (cij) is the minimum value 
of all service costs and hoti is the popularity of data block Bi. If the popularity of data is not 
considered, then hoti = 0. 

The cost matrix is adjusted according to Eq. (12). Through simple analysis, it can be seen 
that all nodes expect to serve the data with lower popularity, which can reduce the number of 
concurrent tasks of the node, shorten the service delay and improve the service quality. 

ij ij ijC c E= +                                                              (12) 
1,2,..., ; 1,2,..., ;i D j B= =  

According to Theorem 1, it can be ensured that the optimal solution of the strategy remains 
unchanged after the cost adjustment factor is increased, but the phenomenon of unbalanced 
resource allocation can be skillfully avoided, so as to improve the access efficiency of users. 
The service costs mentioned below refer to Cij adjusted by Eq. (12). 

In fact, using the adjustment factor of cost matrix is an optimization strategy. According to 
theorem 1, the optimization strategy can enhance the system service performance without 
affecting the minimum total service cost of the storage data block. In this paper, the service 
cost parameters used in the strategy refer to the price Cij adjusted by the adjustment factor of 
cost matrix unless otherwise stated. 

5.2 Optimization Strategy 
As this paper mainly aims at optimizing system performance, improving the fault-tolerant 
ability of the system, reducing the service cost of data storage and improving the QoS request 
of users, and according to the "three ones" principle, if B≤D, it can be solved by assignment 
algorithm; if B>D, it puts forward a new solution strategy, which is described as follows: 

(1) All data blocks are sequenced in a descending manner according to popularity; 
(2) Set n=⌈B/D⌉, then m= B-n×D (0≤m<D); 
(3) For the previous n×D data blocks, according to the "three ones" principle, that is, in D 

nodes, the assignment algorithm is used to deploy D data blocks at one time, and after n times 
of calling the assignment algorithm, the number of undeployed data blocks is m. 

(4) For these m data blocks, a mathematical model for selecting alternative nodes is offered, 
as shown in Eq. (13): 

1 2= × + ×ki ki kA C w LB w                                                   (13) 
1 21,2,..., ; 1,2,..., 1)（ ;= = + =k D i m w w  

Where Cki is the service cost adjusted by Eq. (12). LBk is the load condition of cloud node Dk. 
w1 and w2 refer to the weights of service cost and node load respectively. When the value of Aki 
is smaller, it shows that using Dk to store the i-th data block can effectively decrease the 
service cost and enhance the system service quality. In this paper, Aki is called the alternate 
node preference factor. 

(5) m×D Aki（1≤k≤D,1≤i≤m） are divided into m groups according to i, and Aki of each group 
is sequenced ascendingly to form a set Ai of optional node optimization factors. （i=1,2,…,m） 

(6) Judge the elements in the set Ai in turn. The deployment strategy of data block Bi is to 
select the minimum Aki from the set Ai, and if the same data block Bi is not stored on node Dk, 
then deploy data block Bi to Dk. And so on, until all the nodes in the m sets are deployed to the 
corresponding nodes.  

The alternate node preference algorithm (ANP) is shown in Algorithm 2: 
 
 
 



3042                                                                                          Wang et al.: Service Deployment Strategy for Customer Experience  
and Cost Optimization under Hybrid Network Computing Environment 

Algorithm 2. Alternate node preference 
Input: B and D 
Output: all nodes are deployed to the corresponding nodes 
Step 1: Sort B data blocks by decreasing popularity;  
Step 2: Set n=⌈B/D⌉, then m= B-n×D(0≤m<D), the data blocks are 

divided into n+1 group. There're D data blocks in the first n 
groups each, and m data blocks in the last group (m<D); 

Step 3: for( i=1; i≤n; i++ ) 
Call (CERD1 (C)) [15] ;// Deploy D data blocks in i-th group in 
turn 

Step 4: For m data blocks in group n+1, Aki is calculated by Eq. (13), 
(1≤k≤D,1≤i≤m); 

Step 5: Aki is divided into m groups according to i. The Aki of each group 
is sequenced in an ascending way to form the set Ai of alternative 
node preference factors (i=1,2,…,m); 

Step 6: Judge the elements in set Ai in turn. If the same data block Bi is 
not stored on node j (j=1,2,…,D), deploy the data block Bi to Dj. 
Otherwise, judge the next node Dj+1. And so on, until all nodes 
are deployed to the corresponding nodes.  

 
According to this, the paper introduces an improved CERD strategy, namely ICERD, which 

can decrease the service cost and enhance the system fault tolerance as shown in Strategy 1. 
The core steps of ICERD strategy are explained as follows: 
Step 1: Subtract the minimum element of each row from the elements of that row, and the 

minimum element of each column from the elements of that column in cost matrix C to ensure 
there will be as many 0 elements as possible in cost matrix C. 

Step 2: Start from the row or column with the fewest 0 elements, find a 0 element, make the 
identifier of the element be M, the identifier of all other elements in the row and column where 
the 0 element is located is N, and so on. If the number of elements whose identifier is M in 
matrix C is D, the optimal solution is obtained. If the number of elements whose identifier is M 
in matrix C is less than D, then go to step 3. 

The step 3 is completed in the following five parts: 
(1) Set the identifiers of all rows and columns in the matrix to be P; 
(2) If the identifier of all elements of a certain row in the matrix is N, then the row identifier 

of that row is O; 
(3) If the row contains 0 elements, then the column identifier of the column where the 0 

element is located is O; 
(4) The row identifier corresponding to all 0 elements in the column is O; 
(5) Repeat part (3) and part (4) of step 3 until no more row identifier or column identifier is 

obtained; 
Step 4: Find the minimum value among all the elements with the row labels as O and the 

column labels as P. Following that, add the minimum value to all elements with the column 
labels as O, and subtract the minimum value among all elements with the row labels as O. 
Return to step 2. 

If B≤D, then CERD1 algorithm is called for solution [15], otherwise call ANP algorithm for 
solution. 
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Strategy 1. Improved cost-efficient replica deployment 
1. Obtain the lost data information from the system, and calculate the 

number of data that needs to be recovered B; 
2. Call ANF algorithm to find out the information and number of 

spare nodes D; 
3. To adjust the service cost C by Eq. (12); 
4. If (B=D) {Execute CERD1(C);} // reference paper [14] 
5. If (B<D)    

{ In cost matrix C, to append (D-B) blocks, where the associated 
service costs are all set to 0.; 

Execute CERD1(C); 
break;  

}//reference paper [15] 
6. If (B>D) then {Call (ANP( ));} 
7. For each element in set X, if xij=1, it indicates that the j-th block 

will be stored in i-th node; 
8. The minimum total cost of service t is computed by Eq. (9); 
9. the solution is output. 

6. Experiment Analysis 
The cloud nodes in our cloud test platform are composed of 50 representative servers selected 
from hundreds of servers. They are distributed in different provinces of the country with 
different machine performances. In the experiments, the configuration and quotation of these 
cloud nodes refer to the cloud quotation of Grandcloud's East China nodes3, as shown in Table 
2. To address the problem, the approach of random direct power failure is adopted to simulate 
the failure of cloud nodes during the experiments. However, the number of failed cloud nodes 
is small in actual cloud environment. Therefore, the failure rate F is 2%, 4% and 6% 
respectively. The number of data (128M) with different popularity degrees lost is about 
360-5760, and the average response time for user requests at a certain time is tested from 
1000-4000. Among them, the weights of storage utilization, concurrent access and bandwidth 
utilization of cloud nodes are Wsl=Wca=33%, Wbw=34%, and the weights of service cost and 
node load are w1=w2=50% respectively. 
 
 

Table 2.  The configuration and price of nodes 
 D1(5) D2(9) D3(12) D4(12) D5(6) D6(6) 

Configuration 1core\1G\15G 1core\2G\30G 1core\4G\60G 2core\8G\120G 4core\16G\240G 8core\32G\480G 

OS CentOS7.6 CentOS7.6 CentOS7.6 CentOS7.6 CentOS7.6 CentOS7.6 

Java Version 1.8.0_291 1.8.0_291 1.8.0_291 1.8.0_291 1.8.0_291 1.8.0_291 

Hadoop 
Version 

3.3.6 3.3.6 3.3.6 3.3.6 3.3.6 3.3.6 

Service cost 
(¥/day) 

4.1 7.9 16.1 31.9 64.1 128.2 

 
3 http://www.grandcloud.cn/ 

http://www.grandcloud.cn/
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Firstly, when the failure rate of cloud node is F=4%, the data blocks are backed up in the 
cloud node with random power failure, and test the ICERD strategy proposed in this paper in 
HDFS. Under the assumption of the same cloud node failures, the distribution of data 
recovered is compared with Hadoop default strategy [3], CDRM strategy [14], PRCR strategy 
[5] and CERD strategy [15] respectively. In the end, the storage utilization of each cloud node 
in the system is compared as shown in Fig. 2. It can be found that the ICERD strategy and the 
CERD strategy can both effectively redeploy data when the cloud nodes fail, and make the 
load of the system closer to the balance, and the values are relatively smooth. Although the 
CDRM strategy is not specifically targeted for the failure of cloud nodes, it mainly adopts a 
dynamic adjustment strategy, but the load factor is also considered. Therefore, the load effect 
of the system is relatively good and the effect of Hadoop default strategy is ordinary. PRCR 
strategy mainly considers the reliability of data replica and compression of storage space and 
does not consider the load of the whole system, so the values fluctuate greatly. 
 

 
 

Fig. 2.  F = 4%, after data is backed up and redeployed, the storage utilization of each node. 
 

Secondly, the comprehensive analysis is conducted on how different strategies respond to 
changes in requests. Based on the previous experiment results, the analysis is conducted on 
utilizing the average response time as a measurable standard for QoS. To optimize the system 
service quality, the service cost used in this paper are Cij which is adjusted by the cost matrix 
adjustment factor. Considering 1000-4000 concurrent user requests, the average response time 
of the system is tested and the experiment results are presented in Fig. 3. Because the ICERD 
strategy proposed in this paper considers not only the disk space utilization and concurrent 
task execution of each cloud node, but also the bandwidth utilization. At the same time, the 
adjustment factor of cost matrix is also proposed in this paper, which avoids the situation that 
the replicas are too centralized in the nodes with low service cost and effectively improves the 
service performance of the system. Therefore, the experiment results are shown that the 
average service response time of the ICERD strategy proposed in this paper is shorter than that 
of CERD strategy by 7.4%, CDRM strategy by 12.9%, Hadoop strategy by 24.6% and PRCR 
strategy by 21.2%. In the experiment, for verifying that the matrix cost adjustment factor 
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proposed has the certain optimization effect on the system performance, the ICERD strategy 
parameters are the unadjusted service cost cij and the adjusted service cost Cij respectively. As 
shown in Fig. 4, the experiment result of ICERD (Cij) is better than that of ICERD (cij) by 
2.5%. 

 
Fig. 3.  F = 4%, after data is backed up and redeployed, the average response time of various strategies 

along with the growing of the increasing number of requests.  
 

 
Fig. 4.  F = 4%, following the data backup and redeployment with the growing of the number of requests, 

the strategy parameters are the unadjusted cost cij and the adjusted cost Cij separately and then the 
average service response time is tested and compared.  
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Thirdly, for verifying the cost optimality of ICERD strategy, the total service cost of various 
strategies and the experiment results are presented in Fig. 5. Finally, when the cloud node 
failure rate F is 2%, 4% and 6% respectively, the service performance of the system is tested 
for 1000 concurrent requests and accessing more popular data at the same time as presented in 
Fig. 6. When B≤D, the total service cost of ICERD strategy and CERD strategy is the lowest 
and when B>D, from Fig. 5 and Fig. 6, it can be found that the total service cost of ICERD 
strategy is lower. Although the cost of ICERD strategy is slightly higher than that of CERD 
strategy by 1.7%, it effectively reduces the probability of the same data block replica being 
deployed in the same node and enhances the system fault tolerance with a lower cost, so the 
experiment results align with the theoretical analysis. Since the main consideration of PRCR 
strategy is to compress storage space and reduce service cost, the total service cost is relatively 
low. But the CDRM strategy and Hadoop strategy mainly consider the system load, so the total 
cost of service is relatively high. Therefore, the ICERD strategy can better meet the users' 
service requests and improve the fault tolerance of the system, which is better than the other 
four strategies. 

 

 
Fig. 5.  F = 4%, following the data backup and redeployment, the total system service cost with various 

strategies. 
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Fig. 6.  F is 2%, 4% and 6% respectively. After data is backed up and redeployed, when 1000 requests 
access the data with higher popularity at the same time, the average response time of different strategies. 

7. Conclusion 
More and more applications are supported by distributed computing resources in network 
environment extensively. To solve the problem of optimization strategy for service 
deployment, a service resource deployment method based on service request popularity is 
offered, which can better guarantee the optimization of customer experience and service cost. 
Briefly, by obtaining the relevant information of the failed cloud node through NameNode, the 
main factors are first considered that affect the system load, including storage utilization, 
concurrent access, and bandwidth utilization. The ANF algorithm which is proposed in this 
paper can effectively guarantee the system service quality. 

Secondly, in order to decrease the system service cost, the paper proposes an adjustment 
factor of cost matrix based on the minimum service cost mathematical model, which can 
optimize the system performance without changing the optimal solution, and gives its proof. 

Finally, the alternate node preference factor and ANP algorithm are proposed to avoid the 
phenomenon of the same data backup being deployed to the same node, which reduces the loss 
probability of data replicas, improves the fault tolerance of the system. And the ICERD 
strategy is developed, which is based on cost and load optimization. 

By comparing it with the other four strategies in the experiments, it is verified that while 
reducing the service cost, the ICERD strategy proposed in this paper is conducive to the 
system load balance, and able to improve the service performance and fault tolerance of the 
system. However, there is a certain gap between the simulated environment and the real-time 
big data scenario. In response to the dynamic network computing environment and the 
growing user demands, the optimal cost deployment strategy is the main content of the 
following research under the dynamic change of network resources. 
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