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Abstract 

 
Alzheimer's disease (AD) is a neurological condition that is recognized as one of the primary 
causes of memory loss. AD currently has no cure. Therefore, the need to develop an efficient 
model with high precision for timely detection of the disease is very essential. When AD is 
detected early, treatment would be most likely successful. The most often utilized indicators 
for AD identification are the Mini-mental state examination (MMSE), and the clinical 
dementia. However, the use of these indicators as ground truth marking could be imprecise for 
AD detection. Researchers have proposed several computer-aided frameworks and lately, the 
supervised model is mostly used. In this study, we propose a novel 3D Convolutional Neural 
Network Multilayer Perceptron (3D CNN-MLP) based model for AD classification. The 
model uses Attention Mechanism to automatically extract relevant features from Magnetic 
Resonance Images (MRI) to generate probability maps which serves as input for the MLP 
classifier. Three MRI scan categories were considered, thus AD dementia patients, Mild 
Cognitive Impairment patients (MCI), and Normal Control (NC) or healthy patients. The 
performance of the model is assessed by comparing basic CNN, VGG16, DenseNet models, 
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and other state of the art works. The models were adjusted to fit the 3D images before the 
comparison was done. Our model exhibited excellent classification performance, with an 
accuracy of 91.27% for AD and NC, 80.85% for MCI and NC, and 87.34% for AD and MCI.  
 
 
Keywords: 3D Convolutional Neural Network (3D CNN), Alzheimer’s Disease (AD), 
Attention Mechanism, Magnetic Resonance Imaging (MRI), Probability Map. 
 
 
 
 

1. Introduction 

Dementia is defined as memory impairment and other cognitive functions. People with 
dementia may find it difficult to remember or think well to execute simple daily tasks such as 
eating or getting dressed [1]. Alzheimer’s disease (AD) is a neurodegenerative disorder known 
to be one of the common causes of dementia in the elderly population [2]. About 24.3 million 
people between the ages of 60 and 84 suffer from AD [3] and an estimated 40 million patients 
globally [4]. In the United States, AD is said to be the sixth leading cause of death [5], yet 
getting a cure still eludes researchers even today. The destructive combination of plagues and 
tangles works simultaneously to break down the structure of the brain. Degeneration begins in 
the patient’s brain cortex, triggering abrupt shrinkage in the hippocampal region responsible 
for the formation of memories. This is why the first symptom of AD is mostly short-term 
memory loss. As the disease progresses, other parts of the brain may be invaded which creates 
a unique transformation that indicates the progression phases of AD [6] which is shown in Fig. 
1.  
 

    
 

Fig. 1.  Progressive symptoms of AD. 
 
At the early stage, people with AD are considered as having mild cognitive impairment (MCI), 
however, not all MCIs develop into AD. MCI is the intermediate state from healthy to AD [6]. 
Diagnosing AD depends on clinical assessment [7, 8, 9] and the application of neuroimaging 
methodologies like as positron emission tomography (PET), functional magnetic resonance, 
and structural magnetic resonance imaging (sMRI) [10-20]. The type of neuroimaging 
technique used depends on the severity of the disease stage; for instance, other modalities such 
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as single photon emission computed tomography (SPECT) or PET could be used when MRI 
is unable to detect cerebrum modifications. Currently, AD has no remedy. Therefore, the need 
to develop effective model for early detection is very important, as this could help health 
practitioners give treatments to delay its progression. Mini-mental state examination (MMSE) 
and clinical dementia classification are most widely used indicators for AD detection. 
Employing these indicators as ground truth marking for AD detection could be imprecise, as 
the reported clinical conclusion on the correctness of AD compared with subsequent findings 
is within 70%-90% range [7]. There have been several computer-aided frameworks developed 
by researchers such as rule-based and recently supervised models [17]. In the case of 
supervised models, features of the task-related images are extracted by human expects for 
model training. This is tedious, time consuming and may also require a lot of funds [7]. 
Deep learning (DL) models have proven to be efficient in feature extraction from task-related 
images with no human intervention. This also reduces human errors and increases models’ 
efficiency on disease diagnosis. DL is a machine learning method used to train computers to 
execute tasks like humans, for text, sound, or image classifications. Also, it is a powerful 
technique for attaining state-of-the-art accuracy because of its ability to learn every feature of 
the task related data [19, 20]. 

2. Related Works 
Conventionally, neuro-experts, assisted by psychologists perform several mental and physical 
examination. Some of these examinations are Mini-Mental State Examination (MMSE) [21], 
neurological evaluations [22], Screen tests and physical assessments [23]. The conventional 
methods such as clinical dementia rating MMSE have lower accuracy rates. 
The magnetic resonance imaging, otherwise known as MRI, is a mostly used method to obtain 
detailed tissue by tissue information about the nervous structure as compared to the 
conventional methods. It has been successfully used to diagnose disorders such as tumours 
and cancers. Additionally, efficient brain image processing may show significant biomarkers 
long before an individual gets Alzheimer's disease [24] which the conventional procedures 
have failed to do by only studying tissue changes caused by complicated pixel patterns. 
Artificial Neural Network and Deep Neural Network approaches are becoming more prevalent 
in AD diagnosis. The primary justification for its appeal is its capacity to pick up information 
about the best features in a dataset and use that knowledge to enhance its prediction accuracy. 
In this section, we discuss some recent state-of-the-art publications in respect to AD detection. 
Existing frameworks predominantly rely on 2D images and supervised models, which may not 
capture the full scope of information present in 3D images such as MRI scans. 2D CNNs 
predict the segmentation map for each slice using 2D convolutional kernels. Predictions for 
segmentation maps for full volume are made for a slice at a time. To create predictions, the 
2D convolutional kernels may leverage context throughout the width and height of the slice. 
However, since 2D CNNs only accept one slice as input, they are incapable of leveraging 
context from subsequent slices. Voxel information from close by slices could be useful as well 
for prediction of segmentation map. 3D CNNs overcome this issue by predicting segmentation 
for a volumetric patch of a scan using 3D convolutional kernels. However, the capacity to 
exploit inter-slice context to boost performance comes at a computational expense because of 
the increasing number of parameters employed by these convolutional neural networks. By 
transitioning to a 3D CNN-Multi Layer Perceptron architecture, we enhance the model’s 
ability to exploit the full depth of these 3D images which 2D CNNs are incapable of. An 
attention mechanism is also added to the framework to extract more complex and relevant 
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features for accurate classification. This is because a model’s ability to accurately predict an 
outcome largely depends on its capacity to extract the best features in the dataset which is 
lacking in most 2D and 3D existing models. The limitations of the methods which motivated 
our study are summarized in Table 1. 
 

Table 1. Classification methods and their limitation(s) 
Methods Limitation(s) 
Traditional (Clinical dementia rating, MMSE) Low accuracy 
2D Convolutional Neural Networks discussed in 
related works 

Inability to explore full depth of 3D images 
Manual feature selection 
Low accuracy 

3D Convolutional Neural Networks discussed in 
related works 

Manual feature selection 
Low accuracy 

 
Huang et al [25] introduced VGG-like set of multi-modality Alzheimer’s disease classifiers 
which employ fluorodeoxyglucose positron emission tomography as input data for prediction. 
The model achieved 84.82% average performance score. As alternatives to MRI classification, 
authors in [26] proposed 2D CNN models. Using various fusion strategies, the methods apply 
2D CNN models to 3D image data. Their method was able to achieve a good computational 
time. Gunawardena et al [27] employed numerous 2D CNNs comprising of two C-layers, one 
S-layer, and an FC layer for all their experiments on 2D slices of coronal view of the MRI 
images. Aderghal et al [28] employed a 2D CNN architecture with two C-layers over 2D 
sagittal planes to analyze MRI data from the hippocampal region. To diagnose AD, Luo et 
al [29] applied 7 2D CNNs to 7 sections, numbered 25 to 31, each of which contained five 
neighborhood of 3D MRI brain image slices. Wang et al [30] applied 8-layered 2D 
convolutional neural network on sagittal view of MRI data for AD detection. Three distinct 
pooling functions thus Sigmoid, ReLu, and leaky ReLu were experimented. Their best results 
were at achieved at the combination of max-pooling and leaky ReLu activation function for 
AD classification. Liu et al [31] also proposed a method based on the blend of 2D 
convolutional neural network and recurrent neural network (RNN). The framework can learn 
both the intra and inter slice attributes of the dataset after the 3D positron emission tomography 
are decomposed into sequence of 2D slices. The 2D CNNs were designed to collect the 
attributes of the image slices, while the RNN's gated recurrent unit (GRU) is cascaded to 
acquire and incorporate inter-slice information for classification of images. Marwa et al [32] 
proposed a deep learning-based system for precise detection and categorization of Alzheimer's 
disease stages. The proposed analytic method makes use of basic Convolutional Neural 
Network (CNN) architecture and 2-dimensional MR brain images. Zhang et al [33] proposed 
a 3D Residual attention network model which employs self-attention residual procedure to 
study long-range dependencies and a gradient-based localization class activation mapping to 
provide visual interpretations of AD predictions made.  
Although several research have been conducted for brain image analysis and classification and 
its related diseases, we believe further research could be done to attain near perfect deep 
learning model for accurate feature extraction from input images which could also increase 
model’s overall efficiency.  
In our research, we developed a novel 3D Convolutional Neural Networks (CNNs) Multilayer 
Perceptron (MLP)-based pipeline for classifying AD using MRI scans. The fundamental 
problem we address in our study is the inaccurate diagnosis of Alzheimer's disease (AD) using 
the existing indicators such as the Mini-mental state examination (MMSE) and clinical 
dementia rating. These indicators, though widely utilized, are often imprecise when it comes 
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to accurately identifying AD. Moreover, the need for an accurate diagnostic method becomes 
crucial considering that the earlier AD is detected, the more successful the treatment can be. 
Again, we also address 2D CNNs inability to fully explore in depth 3D MRI images as well 
as low accuracy performance presented by some existing state of the art 3D models. The 
proposed model innovatively integrates the Attention Mechanism with a standard machine 
learning model to enhance the precision and automatic extraction of relevant features from 
Magnetic Resonance Images (MRI). These extracted features are then used to generate 
probability maps, which in turn serve as the input for the MLP classifier. The innovative aspect 
lies in the model design as most existing frameworks typically rely on 2D images and 
supervised models, which may not capture the full scope of information present in 3D images 
such as MRI scans. By transitioning to a 3D CNN-MLP architecture, we can exploit the full 
depth of these 3D images to extract more complex features for accurate classification. This 
approach aids in achieving a more accurate classification of AD patients compared to 
traditional methods. 
Three MRI scan groups were considered (AD dementia patients, MCI, and NC) and designed 
a novel diagnostic model for classification using 3D CNNs MLP- based classifier for three-
binary AD classification task (AD vs. NC, MCI vs. NC, and AD vs. MCI). We implemented 
multi-class pipeline for classifying complex dynamic brain activities. Specifically, a raw MRI 
data undergoes a pre-processing to obtain the regions of interests (ROI). The preprocessed 
MRI scans are then used as input for the 3D CNN to extract discriminative features which are 
riche in multi-modal feature information. To learn the hierarchy of features, several 
convolutional layers are placed on each other, and each convolutional layer is employed to 
extract feature maps from its preceding layer. Finally, the extracted multi-modal traits from 
the 3D CNN are used to generate the CNN probability maps which in turn serves as the input 
to the MLP for classification and prediction of AD. This research primarily aims to investigate 
how classification features and classifier models impact classification accuracy. We 
experimented the robustness of our proposed model using our preprocessed MRI scans. 
Moreover, we used only those MRI slices of subjects (as shown in Fig. 2) having the most 
amount of relevant information in it by comparing their respective entropies, hence 
strengthening the model’s overall robustness.  
 

 
 

Fig. 2.  Slices of an MRI scan of AD patient (from left to right, in axial view, coronal view, and 
sagittal view) 

 
The rest of the paper is arranged as follows: In Section 3, we provide the details of the proposed 
method. The experimental results are presented in Section 4. The discussion of experimental 
result implication is presented in section 5 and finally, the conclusion is drawn in Section 6. 
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3. Methodology and Implementation 
We constructed a robust deep-learning model for AD classification. A 3D CNN MLP-based 
architecture was designed which takes raw MRI data and pre-processes the MRI data to obtain 
the ROI. We then used a 3D CNN to extract discriminative features. The feature maps obtained 
from the 3D CNN were used to generate a probability map to ensure the probability that the 
features are above or below some specific threshold. The probability map generated then 
serves as the input for the MLP for classification and prediction of the three-binary AD 
classification. Thus, the proposed approach has a deep residual block of convolution that 
concentrates on significant features. Additionally, to counter the effect of cell-scale variations, 
a feature-based probability map attention mechanism was developed to enhance feature 
information and improve prediction precision. The proposed method’s framework is illustrated 
in Fig. 3, consisting of the following components: raw MRI, pre-processed MRI (ROI), a 3D-
CNN, a probability map and an MLP. 
 

 
 

Fig. 3.  Proposed model’s architecture. 

3.1 MRI Data Acquisition and Pre-processing 
1.5T and 3T scanners were used to acquire T1-weighted structural MRI images. The 
subsequent sequences were obtained: (1) 1.5 T T1-weighted; acquisition criteria were 
repetition time (TR)=2400 ms, flip angle=8° or 9°, minimum full echo time (TE), inversion 
time (TI)=1000 ms, field-of-view (FOV)=240mm, thickness of slice = 2 mm, acquisition 
matrix with differing x, y, and z dimensions.  
MRI scans are shown as three-dimensional Nifti volumes. The original T1 and T2 weighted 
structural magnetic resonance imaging (sMRI) images were acquired from 1.5 T or 3 T 
scanning machines utilizing Siemens MRI scanners, Philips Medical Systems, and General 
Electric (GE) Medical System at all locations. For the same brain substructures to be registered 
at the same image coordinates for all participants, we pre-processed the original MRI scans to 
change the original multicentre brain scans into normal image space. 
To prepare the raw MRI scans for analysis, we implemented a standard data pre-processing 
pipeline. This process included linear image registration, skull-stripping, segmentation, 
intensity normalization, background removal, and outlier clipping. All MRI scans were in 
NIFTI format and were registered using the MNI152 template, except for 3-T MRI scans of 
the same subjects, which were co-registered with the registered 1.5-T MRI scans. The FLIRT 
tool from the FSL package was used for this purpose. Upon manual review, the automatic 
registration was found to be adequate for the majority cases. For cases that were not adequately 
registered, we applied affine transformations for manual registration. After normalization, we 
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performed outlier clipping by adjusting voxel intensity to the range of [-1, 2.5], setting any 
voxels with intensity below -1 to -1 and those above 2.5 to 2.5. Finally, we removed 
background voxels by setting their intensity to -1 to ensure uniform background intensity. 
The best discriminator set consisted of the Entorhinal Area, Hippocampus, Amygdala, and 
Posterior Cingulate Cortex. These four (4) ROIs were utilized for categorization. All data 
received were standardized to zero mean and unit variance for every feature after pre-
processing, using a common scalar function. Thus, given the data matrix A, in which rows 
indicate subjects and columns indicate features, and the normalized matrix with elements 

( , )a i j is computed in (1) as: 
 

                                  
( , ) ( )

( , )
std( )

j
n

j

a i j mean a
A i j

a
−

=                            (1) 

 
Where the th j column of the matrix (A) is denoted as Ai j⋅ . 

3.2 AD MRI Feature Extraction with Deep 3D Convolution Neural Networks 
(CNNs) 
The utilization of 3D data as an input generally enhances the speed, despite a rise in memory 
costs and computational complexity due to high number of factors. As a result, we employed 
a deep 3D CNN. As opposed to 2D convolutions, the kernel of the 3D CNN slides in three 
dimensions. It is usually applied to MRI 3D image data for feature extraction and examination 
of the brain and other internal organs. The deep 3D CNN architecture effectively utilizes the 
network's capabilities by reusing features, resulting in compact models that are simple to train 
and excel at extracting high-quality AD features. We then train the deep 3D convolutional 
neural network. After training the network, we utilized the encoder’s weights and biases from 
the learned architecture of the 3D CNN layer [34]. The 3D CNN topology improved on general 
feed-forward training by using spatial relationships to reduce the number of parameters that 
must be learned. The DenseNet121 architecture [35] was modified as three-dimensional layers 
for the deep convolutional network used in this work. It is known for its dense connections, 
which allow the network to learn rich feature representations from input data. The 
DenseNet121 architecture consists of series of convolutional and pooling layers, followed by 
a series of dense blocks. Each dense block contains a series of convolutional layers, where the 
output of each layer is concatenated with the input of the subsequent layer. This creates a dense 
connectivity pattern, where each layer receives direct connections from all previous layers. 
The dense blocks are separated by transition layers, which perform convolutional operations 
and down sampling to reduce the spatial dimensions of the feature maps as shown in Fig. 4.  
 

 
Fig. 4.  Examples of convolutions with the 3D deep densenet121. 
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The conventional DenseNet  model consists of multiple layers, denoted as  𝑙𝑙 , where 𝑧𝑧𝑙𝑙 
represents the output of the 𝑙𝑙th  layer. Each layer implements a non-linear transformation, 
denoted as 𝑀𝑀𝑙𝑙(.), with 𝑙𝑙 indexing the layer. To address the issue of vanishing gradients and 
enhance information flow during network training, DenseNet employs connections from a 
layer to all subsequent layers. 
In this study, we extend the concept of dense connectivity to the task of 3D volumetric image 
classification. Specifically, 𝑙𝑙 is defined in (2) as: 

 
0 1 2 1([z , z , z ,..., z ])l l lz M −=      (2) 

 
Here, 𝑧𝑧0, 𝑧𝑧1, … , 𝑧𝑧𝑙𝑙−1  represent 3D feature volumes generated in previous layers, and [...] 
denotes the concatenation function. The function 𝑀𝑀𝑙𝑙(.), encompasses three main operations: a 
batch normalization (BN) layer to reduce internal covariate shift, spatial convolution 
employing k 3×3×3 convolution kernels to generate 3D feature volumes, and a rectified linear 
unit (ReLU) to expedite the training phase. 
    A dense unit within the DenseNet framework consists of a single layer within a dense block, 
where each layer in the block is connected to all subsequent layers. This dense connectivity 
facilitates efficient utilization of features and limits feature growth for each layer compared to 
traditional convolutional neural networks (CNNs). Consequently, the DenseNet models are 
more compact and possess fewer parameters than other network architectures. Although 
DenseNet can be configured with different depths, for this research, we employed the 121-
depth configuration, excluding the last linear layer and the classification layer from the original 
configuration. 
    Our 3D DenseNet121 architecture has a total of 121 layers, including 121 3D convolutional 
layers and 121 dense blocks. It has a receptive field size of 121 121 121× × pixels, and it is 
trained on the AD 3D MRI data. The kernel size and stride size of the convolutional layers are
7 7 7× × and 2 2 2× ×  respectively. For the Max pooling layers, the kernel size and stride size 
are3 3 3× ×  and 2 2 2× ×  respectively. The DenseNet121 has been used for tasks like object 
detection, semantic segmentation, and image classification. We train the network with Adam 
optimizer with a learning rate of 0.005. 

3.3 Feature Probability Map with Attention Network 
The discriminative AD features extracted from the deep 3D Convolution Neural Networks are 
further passed through an attention network to learn very discriminative feature probability 
map for the MRI features. Specifically, a 3D CNN attention model is trained on the output of 
the deep 3D convolutional network, and the resulting features are used to create a probability 
map that enhances the ability to discriminate between different AD classes. The learned 
probability map is then utilized as the input for the MLP for classification and prediction 
purpose. The network was built using a method of visual attention to ensure its effectiveness. 
The attention mechanism targets the dataset's most pertinent characteristic that is required for 
classification. Each input may be given an attention weight that indicates the relative relevance 
of that input element compared to the other input elements. This instructs the model to focus 
on specific inputs that are more crucial for carrying out the task at hand. 
This study leverages on attention mechanism that enables the network to selectively examine 
specific feature maps in every layer, as depicted in Fig. 5.  
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Fig. 5.  The AD probability map extraction mechanism with attention network. 
 
Instead of combining all previous layers' features like in DenseNet, the proposed attention 
mechanism uses a probability map algorithm to selectively integrate features from previous 
layers through a weighted sum, where the weights are learned during training. This approach 
simplifies and improves the efficiency of the network by emphasizing the most important 
information. The network is composed of three types of layers: input, where images are fed in, 
convolutional, where filters are applied to produce feature maps, and the third one is the 
attention layer which use the connection-wise attention model to direct the focus on specific 
feature maps in each layer. The probability map was built with three attention modules. Each 
attention module consists of three convolutional layers preceded by a max pooling layer and a 
SoftMax activation layer. The convolution filters used were 1 1 1× × in size and, the third 
element of the architecture is the pooling layer where the max pooling method is employed. 
This technique decreases the size of feature maps in the spatial dimensions by retaining only 
the maximum value from each cube, thus preserving the most relevant features for image 
classification. In this research, we used the max pooling technique on 2 2 2× ×  regions and 
employed the SoftMax function as the activation function in these layers due to its 
effectiveness in CNNs. The final operation involved the use of input and output neurons that 
created a linear combination of all neurons from the previous layer, which were then passed 
through a nonlinearity. The fully connected layers’ inputs and outputs were represented as 1D 
vectors and no longer retained their spatial location. The proposed model featured two unique 
characteristics: first, it employed the ResNet connection technique, which combined both 
identity function and output of the SoftMax through summation, resulting in a reduction of 
parameters during training. Also, it uses the feature maps of all previous layers to obtain the 
feature maps of the current layer, where a self-learned weighting coefficient is assigned to 
each layer to focus on more informative features. The attention probability map is carried out 
in each channel of the network layers, and the attention weight calculation of each region is 
processed in (3): 
 

                                           �
 key 𝑖𝑖 =  features 𝑖𝑖 ⋅ 𝑊𝑊(𝑘𝑘)

 value 𝑖𝑖 =  features 𝑖𝑖 ⋅ 𝑊𝑊(𝑣𝑣)

 query 𝑖𝑖 =  features 𝑖𝑖 ⋅ 𝑊𝑊(𝑞𝑞)
                                                       (3) 

 
The features represented by 𝑖𝑖 is the initial output of the MRI features. The convolution layers 
are represented by 𝑊𝑊𝑘𝑘,𝑊𝑊𝑣𝑣, and  𝑊𝑊𝑞𝑞.  We updated the output using the attention mechanism 
in (4) and (5):  
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                                                Weight 𝑖𝑖𝑖𝑖 = softmax � query 𝑖𝑖⨀ key 𝑖𝑖�                                    (4) 
 
                                          probability_map 𝑖𝑖 = ∑  𝑟𝑟𝑖𝑖 � weight 𝑖𝑖𝑖𝑖⨀ value 𝑖𝑖�                           (5) 

 

3.4 Classification layer with Multilayer Perceptron  
Multilayer Perceptron is a popular pixel-based machine learning algorithm which maps set of 
input data to a set of outputs in a feedforward way. MLP network is a structure of 
interconnected nodes in multiple layers, including input, hidden, and output layers, all 
connected to their preceding and succeeding layers. The outputs of the individual node are 
weighted units that can distinguish non-linearly separable data [36]. It is a neural network 
classifier used to learn nonlinear spectral features at the pixel level regardless of statistical 
properties [37]. The algorithm of MLP is a simple model architecture with a shallow classifier 
of one or two feature representation levels. In essence, the MLP is a pixel-based classifier with 
a shallow structure (one or two layers) [38], where it predicts the membership association of a 
pixel for each class. 
In this work, the features extracted from the 3D attention probability map are used as an input 
to the MLP for the three-binary AD classification tasks. The MLP classifier is capable of 
providing a different feature representation with strong complementary and thus, help in 
enhancing the final classification performance.   
The cross-entropy loss function was utilized in the classification model. This loss function was 
chosen due to its effectiveness in both weakly-supervised discriminative localization and 
multi-task regression tasks. The loss function L is represented in (6) as:  
 

𝐿𝐿 = − 1
𝑁𝑁
∑  𝑁𝑁
𝑖𝑖=1 [𝑦𝑦𝑖𝑖log (𝑦𝑦�𝑖𝑖) + (1 − 𝑦𝑦𝑖𝑖)log (1 − 𝑦𝑦�𝑖𝑖)]                       (6) 

 
Where 𝑁𝑁 is the number of samples, 𝑦𝑦𝑖𝑖 is the true label, and 𝑦𝑦�𝑖𝑖 is the predicted probability of 
the positive class. 

4. Experiments 

4.1 Dataset 
The training data employed in this research was acquired from the ADNI database [39]. The 
ADNI is a public initiative that provides verifiable clinical and imaging datasets for 
Alzheimer's disease researchers. In this research, 2,160 participants were recruited from the 
ADNI database. The dataset contains participants with threshold T1 and T2 weighted scans 
from ADNI-1, ADNI-2, and ADNI-GO. The dataset was separated into three groups. The 
groups were: cognitively healthy individuals (Mini-Mental State Examination (MMSE) score 
greater than 24, Clinical Dementia Rating (CDR) score of 0, and no depression), Alzheimer's 
disease patients (MMSE score between 26, CDR score greater than 0.5), and mild cognitive 
impairment patients (MMSE score greater than 24, CDR score of 0.5, with objective memory 
loss). Table 2 shows the dataset’s demographic information. 
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Table 2. Dataset Demographics and Characteristics 
 AD MCI (with objective memory loss) NC (non-depressed) 

Sex Male 300 410 481 
Female 310 340 319 

Age (y) 75.2 ± 7.2 71.4 ± 6.2 65.2 ± 4.0 
CDR 1.2 ± 0.5 0.5 ± 0.2 0 ± 0 
MMSE 19.09 ± 5.55 27.40 ± 1.70 29.10 ± 1.0 

 
To facilitate comparison across subjects, the original MRI images were transformed into 
standard space employing affine transformation and re-sampled to a uniform size of
224 224 224× × . This resulted in a total of 2,260 records for training and testing, including 
710 in AD category, 750 in MCI category, and 800 in NC category. 

4.2 Experimental Setup  
In our study, we randomly divided each group into training, validation, and testing sets, with 
80% (1808 MRI scans), 10% (226 MRI scans), and 10% (226) of subjects respectively. To 
enhance the robustness of the 3D Magnetic Resonance Imaging (MRI) training dataset and to 
mitigate the risk of overfitting, data augmentation was applied. This methodology facilitates 
the creation of additional images, consequently expanding the breadth of training examples 
available to the proposed deep learning model, thereby curtailing the likelihood of overfitting. 
As for data augmentation, we use a series of techniques to increase the volume and diversity 
of our training dataset. These techniques include: (1) Rotation: We randomly rotate the MRI 
images along the three axes to simulate the varying angles at which scans can be captured in 
a real-world scenario, (2) Flipping: We perform random flipping in the 3D space to create 
additional variability in the dataset, (3) Scaling: We also perform random scaling of the MRI 
images to simulate the varying sizes of brains in the population. With a rigorous application 
of these augmentation techniques, the dataset corresponding to each of the three subject groups 
was magnified by a factor of three. Consequently, this process culminated in a comprehensive 
training dataset composed of 5424 MRI images. Specifically, 1704 training MRI images for 
AD, 1800 for MCI, and 1920 for NC images after augmenting the initial training MRI training 
set. 
The classification method was implemented using Pytorch in Python 3.7 and was run on a PC 
with NVIDIA RTX 3080 GPU in an Ubuntu 20.04 environment. We used the Adam optimizer 
with an initial learning rate of 0.005, momentum of 0.9, and batch size of 4. To prevent 
overfitting, we employed dropout regularization as well as L1 regularization in our network. 
The entire framework was trained for 100 epochs. We evaluated the performance of the 
proposed algorithm in three classification tasks: AD vs. NC, MCI vs. NC, and MCI vs. AD. 
When evaluating the proposed model, we compared it against three popular networks: a simple 
CNN, VGG16, ResNet 110 and DenseNet models. The basic CNN had 6 3D convolutional 
layers with a kernel size of 2 2 2× × , stride of 2 2 2× × , 4 max pooling layers with a size of
2 2 2× × , and 2 fully connected layers, Dropout was employed as a regularization technique 
to avoid overfitting and enhance model robustness. We modified the popular 2D convolutional 
VGG16 and Densenet121 to its respective 3D convolutional version to fit with the 3D MRI 
images. The parameter settings for all three networks were the same as those for the proposed 
algorithm.  
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4.3 Evaluation of the proposed model and comparison with other CNNs using 
classification performance metrics. 
The proposed model demonstrated excellent classification performance, with an accuracy of 
91.27% between discriminating AD and NC, 80.85% for discriminating MCI and NC, and 
87.34% for discriminating AD against MCI. When evaluating the proposed method’s 
performance, we compared it to other well-known convolutional neural networks such as the 
basic CNN, VGG16, ResNet110, and DenseNet using the same datasets. Our method showed 
superior results in all group classifications. 
In all three classification tasks, the proposed method with attention probability map 
outperformed popular networks such as VGG16 and DenseNet. In the AD vs. NC task, the 
basic CNN had a classification performance (measured by sensitivity (SEN), specificity (SPE), 
and accuracy (ACC)) lower than 88%. The performance of our model and the aforementioned 
models were evaluated by calculating their respective accuracies (ACC), sensitivities (SEN), 
specificities (SPE) in (7), (8), and (9) respectively. 

 

Accuracy TN TP
TP TN FP FN

+
=

+ + +
    (7) 

Sensitivity TP
TP FN

=
+

     (8) 

Specificity TN
TN FP

=
+

     (9) 

 
Where TN, TP, FP, and FN denote, true negatives, true positives, false positives and false 
negatives respectively.  

The Densenet improved this accuracy to 88.90%, a 6.12% improvement over the basic 
CNN for the AD vs. NC classification task. The DenseNet, which enhances feature 
propagation and reuse, further improved accuracy to 82.45% for AD vs. MCI classification 
task. However, our proposed model attained the highest accuracy of 91.27%, 80.85%, and 
87.34% for the classification tasks AD vs. NC, MCI vs. NC and AD vs. MCI respectively. As 
shown in Fig. 6a, Fig. 6b, and Fig. 6c, the area under curve (AUC) of all the tasks for our 
proposed technique was higher than 85%.  

 

 
 

Fig. 6a.  Classification accuracy comparison for AD vs. NC. 
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Fig. 6b.  Classification accuracy comparison for MCI vs. NC. 

 
 

 
Fig. 6c.  Classification accuracy comparison for AD vs. MCI 

 
In the MCI vs. NC task, the basic CNN had an accuracy lower than 71%. Both the DenseNet 
and proposed method performed well, with accuracies of 88.90% and 91.27 % respectively, 
for AD vs. NC. In the MCI vs. NC task, the classification accuracies of the four competing 
methods were between 71%, 76%, 75%, and 74%. The basic CNN had an accuracy of 71.06%, 
with sensitivity and specificity of 70.66% and 70.00%. The VGG16 and DenseNet had 
accuracies of 76.10% and 75.12% respectively. Our proposed method again demonstrated the 
highest accuracy for all the AD classification tasks. The results are presented in Table 3. 
Furthermore, in Table 4, we compare the average performance of the proposed model with 
other existing models in [40-42]. Our model had the highest average performance. 
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Table 3. Comparison of the proposed network's classification results with other common networks on 
distinguishing AD vs. NC, MCI vs. NC, and AD vs. MCI. 

 
Methods 

 
Basic CNN 

 
Vgg 16 

 
DenseNet 

 
ResNet 110 

 
Ours 

A
D

 v
s. 

N
C

 ACC 82.78 87.89 88.90 88 91.27 

SEN 83.09 84.50 87.32 85.91 88.73 

SPE 82.50 91.25 90.00 90.00 93.75 

AUC 87.38 89.82 91.23 90.12 95.12 

M
C

I v
s. 

N
C

 ACC 70.49 76.10 75.12 74.23 80.85 

SEN 70.66 76.00 74.66 73.33 77.33 

SPE 70.00 76.25 75.00 75.00 86.25 
AUC 77.01 83.92 81.83 81.74 85.07 

A
D

 v
s. 

M
C

I ACC 74.44 81.83 82.45 80.43 87.34 

SEN 73.23 80.28 81.69 78.87 84.50 

SPE 76.00 86.11 82.66 81.33 89.62 

AUC 79.21 84.06 86.14 85.63 90.73 
 

Table 4. Average performance comparison with some state-of-the-art AD classification methods. 
Authors Dataset Average Performance 
Zhang et al [33] ADNI 84.82% 
Zhao et al [40] ADNI 77.39% 
Xin Bi et al [41] ADNI 83.27% 
Lian et al [42] ADNI 82.63% 
 
Our Model (Frimpong et al) ADNI 91.27% 

 
Comparing the confusion matrices in Fig. 7, Fig. 8, and Fig. 9, it is evident that our proposed 
method achieved the highest number of true positives (TP) and true negatives (TN) among all 
methods for all classification tasks (AD vs. NC, MCI vs. NC and AD vs. MCI). In Fig. 7, our 
proposed model demonstrated superior performance in correctly classifying both AD and NC 
samples. However, it also had a slightly higher number of false negatives (FN) compared to 
the other methods. This means that it generally makes fewer mistakes of both types: false 
positives and false negatives. Densenet exhibited a similar trend, with a relatively higher 
number of TP and TN and a slightly higher number of FN compared to VGG16 and Basic 
CNN. The VGG16 model displayed balanced performance regarding TP, TN, FN, and FP. 
Basic CNN showed a higher number of false positives (FP) and false negatives (FN) compared 
to the other methods, indicating potential challenges in correctly classifying both AD and NC 
samples. Densenet and vgg16 have comparable performances, with Densenet showing slightly 
better accuracy and precision but marginally less sensitivity. The model performance trend 
using the confusion matrix follows through for all the other classification tasks. The Basic 
CNN performs the worst among the four models in terms of accuracy, specificity, and 
sensitivity. 
Overall, the confusion matrices provide insights into the performance of the baseline methods 
for the AD classification tasks. Our proposed method achieved a relatively high accuracy in 



2938                                                               Frimpong et al.: Enhancing Alzheimer's Disease Classification using 3D Convolutional  
Neural Network and Multilayer Perceptron Model with Attention Network 

both AD and NC classification, followed closely by the Densenet and VGG16 methods. 
However, the Basic CNN method exhibited a higher misclassification rate, indicating a 
potential need for improvement. These findings can guide further research and development 
of classification models for Alzheimer's disease prediction. 
 

 
 

Fig. 7.  Confusion matrix for all competing methods on AD vs. NC test data set: (a) Our (DenseNet + 
Attention Mechanism) (b) DenseNet, (c) Vgg16, (d) Basic CNN. 

 
 

 
 

Fig. 8.  Confusion matrix for all competing methods on MCI vs. NC test data set: (a) Our (DenseNet + 
Attention Mechanism), (b) DenseNet, (c) Vgg16, (d) Basic CNN. 
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Fig. 9.  Confusion matrix for all competing methods on AD vs. MCI test data set: (a) Our (DenseNet 
+ Attention Mechanism), (b) DenseNet, (c) Vgg16, (d) Basic CNN. 

5. Discussion 
Early diagnosis of AD is crucial for effective disease management and intervention. 
Researchers are striving to develop computer-assisted systems that can identify Alzheimer's 
disease (AD) in its early stages. Our proposed approach, a densely connected convolutional 
network with a connection-wise attention map probability technique, represents a shift away 
from conventional, manually crafted feature-based methods. It aims to identify and predict AD 
or Mild Cognitive Impairment (MCI) using MRI scans of the brain. 
The utilization of convolutional neural networks (CNNs) for image-based diagnosis and 
disease categorization has become popular. Although utilizing deeper and more intricate 
networks can result in higher classification accuracy, it also brings problems like gradient 
vanishing or explosion. Conventional CNN designs pass feature information in a one-way, 
one-time flow, resulting in restricted interaction between feature maps from different layers. 
Our experiments showed that the basic CNN method had a classification accuracy of 82.78%, 
70.49%, and 74.44% for AD vs.NC, MCI vs. NC, and AD vs. MCI classification, which was 
not as good as the performance of other networks. The introduction of the Vgg16 network 
marked a significant advancement in deep learning methods, as it introduced a robust 
architecture in the AD classification tasks. The DenseNet took the idea of residual networks a 
step further by introducing a new structure with direct connections between any two layers. 
This architecture allows each layer to receive input from the outputs of all preceding layers 
and sends the feature map created by the current layer as input to all subsequent layers. This 
design effectively addresses the issue of gradient vanishing, promotes feature reuse, and 
greatly reduces the number of parameters. As a result, the DenseNet achieved a classification 
accuracy of 88.90%, 75.12%, and 82.45% for the classification tasks of AD vs. NC, MCI vs. 
NC, and AD vs. MCI, respectively. 
In this work, we introduce a robust network architecture that incorporates connection-wise 
attention probability mapping for the purpose of AD classification. Traditional attention 
mechanisms can be grouped into two main categories: spatial attention, which concentrates on 
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regions of an image containing crucial information, and channel attention, which enables the 
network to focus on specific filters for improved classification accuracy. Our proposed 
attention mechanism diverges from these as it centers on the feature maps between different 
layers of the network. While the DenseNet merges features from different layers, the 
contribution of each layer to classification performance may differ, and treating all information 
as equally important can result in redundancy and increased computation. By utilizing these 
weighting parameters, the network can automatically adjust the contribution of each layer to 
enhance classification efficiency. Our experimental results demonstrate that the proposed 
method outperforms Basic CNN and DenseNet architectures in terms of classification 
accuracy. 
There are limitations to the proposed technique. Although we minimized the size of the input 
data rather than using whole brain images, the method is still computationally expensive for 
training. Additionally, altering the deep CNN model’s parameters, like the number of layers 
and the size and number of kernels in each layer, did not fully resolve the convergence issue. 
Reducing the patch size to 4 of the current size may help improve convergence and reduce 
training time, but this also requires a trade-off between classification efficiency and 
effectiveness. 

6. Conclusion 
In this study, we present a method for predicting AD based on MRI data. The proposed model 
employs the benefits of both Convolutional Neural Networks and Multilayer Perceptron. Our 
model uses a 3D CNN to effectively extract features from 3D MRI scans, which is an 
enhancement over traditional 2D CNNs used in similar research. Furthermore, our model 
integrates an attention mechanism within the 3D CNN, which helps it automatically focus on 
the most relevant features in the MRI scans. This is a notable departure from many models 
that rely on manual feature selection and is particularly beneficial in medical imaging where 
the correct feature selection can be challenging. Following feature extraction, the generated 
probability maps serve as input for an MLP classifier, which handles the final classification 
task. The MLP allows for robust decision boundaries, making it adept at distinguishing 
between the AD, MCI, and NC categories.  
    We achieved classification accuracies of 91.27 %, 80.85 %, and 87.34 % for distinguishing 
AD from NC, MCI from NC, and MCI from non- AD, respectively. Our method outperforms 
general neural networks on the same dataset, demonstrating top-ranked classification accuracy 
for the detection of the AD classification task. However, there are some limitations thus, the 
proposed method been computationally expensive for training, and not fully resolving 
convergence issues altering the parameters. These issues may be resolved by reducing the 
patch size, but there might be a trade-off with respective to classification efficiency. In future 
work, we will be addressing convergence issues, and ways to reduce computational cost of 
training, without compromising on models’ efficiency. 
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