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A Sliding Mode Observer for Reconstructing Cyber Attacks
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Abstract : This paper presents a sliding mode observer (SMO) for reconstructing cyber attacks affecting a system.

The system is first re-expressed such that its design freedom is easier to manipulate. The SMO is then used to

reconstruct the cyber attack affecting the system. A simulation example is used to verify the performance of the

SMO under two types of cyber attacks, and its results demonstrate the effectiveness of our proposed scheme.
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Ⅰ. Introduction

Modern industrial systems often consist of two

separate layers: the cyber layer which consists of the

information processing and communication network, and

the physical layer which represents the subsystem

interacting with the real world [1]. These systems are

collectively referred to as cyber-physical systems (CPSs),

and have been implemented across various fields, such as

power systems, smart grids, transportation networks, and

utility distribution networks [2, 3]. The separation

between the two layers however is vulnerable to

malicious external influences (hereafter referred to as

cyber attacks), which could disrupt the regular operation

of the system by corrupting or even falsifying transmitted

data [4-6]. These disruptions could cause equipment

damage and losses from downtime [7], and therefore it is

important to be able to detect and reconstruct the cyber

attacks if and when they occur.

Sliding mode observers (SMOs) are a popular method

to reconstruct unknown inputs affecting a system [8].

The discontinuous switching term within SMOs can force

estimation errors for the outputs to zero in finite time [9]

(this is in contrast with other kinds of observers that can

only achieve asymptotic convergence for state estimation

[4]). Additionally, information regarding the unknown

input can be derived from the switching term, which

allows the unknown input to be reconstructed [10]. By

treating the cyber attack as an unknown input, we can

therefore determine if the system is under attack, and

reconstruct it accordingly [11]. It is vital that the

reconstruction accurately and quickly tracks the ongoing

cyber attack [12], as it will be used in deploying the

appropriate counter-measures in the CPS [13–15].

Motivated by these points, we propose a SMO for

reconstructing cyber attacks affecting a system. The

system will first be re-expressed to have structures that

facilitate analysis, where the inherent design freedom is

easily exploited. Next, the SMO to reconstruct the cyber

attacks is designed. The Edwards-Spurgeon SMO

structure is chosen for its ability to reconstruct the attack

signal with minimal requirements and its compatibility

with the system [16]. The efficacy of the proposed SMO

is showcased using a simulation example of a practical

system under two different cyber attacks.

The paper is organised as follows: Section 2 introduces

the problem, and re-expresses the system into a form that

is compatible with the observer. Section 3 then details the

SMO used to reconstruct the cyber attacks, studies its

performance, and presents a procedure to design the

scheme. Next, Section 4 shows a simulation example to

verify the performance of the SMO, and Section 5

concludes the paper. The following notation is used: the

norm of a vector ∈ is given by  



  




 , and the

spectrum of a matrix  is labelled as .

Ⅱ. Preliminaries

Consider the following system:

  , (1)

  , (2)

where ∈
 ×, ∈

 ×, and ∈
 ×  are known and

constant matrices,  , , , and  are the

states, control inputs, cyber attacks, and outputs,
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respectively. Without loss of generality,  and  are

assumed to be full-column rank and full-row rank,

respectively, i.e.,   ,   .

The aim of the work is to reconstruct  using only

 and . System (1)-(2) would first be transformed

into a structure that facilitates later analysis. A sliding

mode observer (SMO) is then utilized to reconstruct 

based on  and .

The following assumptions are made to ease

manipulation of the system structures:

Assumption 1 :   .

Assumption 2 : 



 


  

 
 ∀∈.

Assumption 3 : The cyber-attack  is bounded, i.e., 

≤ , where  is known.

Remark 1 : Assumptions 1–3 are standard for 

reconstructing unknown inputs using SMOs [16]. 

Assumption 1 implies that the cyber attacks only affect 

states that are measurable outputs, while Assumption 2 

implies that system (1)–(2) is minimum phase. Assumption 

3 is a practical assumption, as large cyber-attacks can 

easily be detected [17]. These assumptions will be required 

for the transformations in this section, as well as for the 

design of the SMO in the next section.

Define a matrix ∈
 ×  such that  . Hence,

define a non-singular matrix  



 






, which implies


     . Apply the transformation

 ↦  , and (1)-(2) can be re-expressed as

  


 




 





,

(3)



 

    , (4)

where  
  ,   , ∈

   ×, ∈
 ×,

and  
  . We now use the following proposition to

further re-express system (3)-(4) into a form that eases

later analysis.

Proposition 1 : Suppose Assumption 1 is satisfied. Then 

there exist transformations allowing system (3)-(4) to be

re-expressed as

          , (5)
    

, (6)

 , (7)

where     ∈
  × , ∈  ×   , 





 



∈ × while ,  ,  ,  , ,  ∈

  , and 

 ∈
 are defined in the proof. Suppose also that 

Assumption 2 is satisfied. Then  can be chosen such that

  .

Proof : Assumption 1 implies   , which in turn 

implies there exist a matrix ∈
   ×  and a 

non-singular matrix ∈
×  satisfying 




 





 




 





. 

Therefore, define a non-singular matrix  



 


   

 
and 

apply the transformation  ↦ to re-express 

  as 
     and

 ↦
     




 
 







, (8)

where ∈
   ×   , ∈

  × , ∈
×   , 

∈
 × , and  

  . Next, further partition  as 

 



 





, where ∈

 ×    and ∈
  ×  ,

define a non-singular matrix  



 


   

 
, and apply the 

transformation ↦ 



 


 

 
to transform the 

system to have the structures in (5)-(7).

  Then since , , , and  are non-singular, the 

structures in (5)–(8) imply





 


  

 

 



 


 

 




 


  

 




 


 

  

 













          

    

  

 



 


   

 




 


   






   
 




 


   


 (9)

  Assumption 2 implies   ∀∈, and by 

using the Popov-Hautus-Rosenbrock (PHR) rank test [11], 

the unobservable modes of   (i.e., the values of 

that cause  to lose rank) are stable, i.e.,   is 
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detectable. Hence  can always be chosen such that 

 
    . Thus, the proof is complete. 

■

System (1)–(2) has been re-expressed in the form of

(5)–(7), which is compatible with the Edwards-Spurgeon

SMO [16].

Ⅲ. The Observer for Cyber Attack Reconstruction

In this section, we present the SMO to reconstruct

 and analyse its performance. Afterwards, we give a

summarized design procedure. The Edwards-Spurgeon

SMO [16] for system (5)–(7) is given by

   
    

 , (10)


 





  

 
(11)

 
, (12)


 




, (13)

where ∈ ×  is the sliding term, and ∈ ×  and

∈ are design parameters which will be designed in

the following subsection.

1. Observer performance analysis

Define the errors  
   and

  
. By using (5)-(7) and (10)-(13), the

following error system (which characterises the

performance of the SMO) can be derived:

  
  , (14)

 
 

. (15)

We now show how sliding motion is achieved in SMO

(9)-(13) using the following proposition:

Proposition 2 : Suppose that for a given positive scalar , 

there exist a symmetric positive-definite matrix 

∈   ×    and any matrix ∈   ×   satisfying 

the inequality

    
 . (16)

  Suppose also that SMO (9)–(13) is designed using 

  and 

, (17)


 , (18)

where  


min 

max 
. Then an ideal sliding motion 

for error system (14)-(15) on the surface 

        can be achieved in finite time.

Proof : We split the proof into two portions: the first part 

shows how   is bounded by , while the second part

would show how sliding motion on  is achieved in finite 

time.

  First define the Lyapunov candidate function 

  
  , and differentiating it with respect to 

time gives

 
       (19)

  Next, substitute for  and  into inequality (16) to obtain

 
  

 
 (20)

  Satisfying (16) therefore implies 

 
    , which in turn implies that 

 ≤ exp


min 

max 
≤ [18]. This 

completes the first portion of the proof. 

  In the next and final part of the proof, we show how 

setting  and  according to (17)-(18) would yield sliding 

motion on  in finite time. Define a second Lyapunov 

candidate function    
  , and differentiating it 

with respect to time gives

  
  




 


 

(21)

  Substituting for  from (13) and setting  according to 

(17) result in

    
. (22)

  Then by setting  according to (18), we obtain 

     , where  is an arbitrary 

positive constant. This is the reachability condition [19], 

which results in    in finite time. Therefore, a sliding 

motion is induced on  in finite time, and the proof is 

complete. ■

We now show how  is reconstructed by SMO

(9)-(13) using the following theorem:

Theorem 1 : SMO (9)-(13) can reconstruct  if and only 

if Propositions 1 and 2 are satisfied.
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Proof : Satisfying Proposition 1 would allow system (1)-(2) 

to be re-expressed as (5)-(7), which is compatible with

SMO (9)-(13). The satisfaction of Proposition 2 results in 

sliding motion on  taking place in finite time, after which 

   , 
  and error system (14)-(15) becomes

  
  , (23)

  
 , (24)

where   is the equivalent output error injection required 

to maintain sliding motion on . Rearrange (24), and by 

substituting for the structures of  and  from Proposition 

1, we get

 



 





 




 



. (25)

  Hence define the attack reconstruction  and the 

attack reconstruction error   as

        
, (26)

respectively. Using (25)-(26), we obtain    . 

Recall from Proposition 2 that as →∞,  → which 

would in turn imply that as →∞,  →. Thus →, 

completing the proof. ■

2. Design algorithm

A summarised design procedure for the SMO for cyber

attack reconstruction is given in the following:

Step 1. Check if Assumptions 1-3 hold. If not, stop as

the scheme is not applicable.

Step 2. Calculate  from before (3) and  from

Proposition 1.

Step 3. Apply the transformation  ↦  to

obtain the structures in (8).

Step 4. Select a value for  in Proposition 2, and

apply a linear matrix inequality (LMI) solver on inequality

(16) to obtain  and .

Step 5. Calculate  , and choose  and  to

satisfy (17)-(18), respectively.

Step 6. Reconstruct  using (26).

Ⅳ. Simulation Example

To demonstrate the performance of our scheme,

consider a modified version of the mechanical system

with two masses and springs in [20]. Suppose that the

input into the system is susceptible to cyber attacks, and

we want to reconstruct the cyber attack  when it

occurs. The matrices   in (1) are given by

 











   
   
   
   

  
















, (27)

for system variables

 











 

 

 

 

 , (28)

where  ,  ,  ,  ,  denoting the position

of mass 1 and 2, velocity of mass 1 and 2, and driving

force, respectively.

Suppose only  ,  , and   are measured.

Thus,  in (2) has the form

     . (29)

We now design the scheme to reconstruct 

according to the procedure outlined in subsection 3.2.

Step 1. From (27)-(29), we obtain

    



 


 

 
 ∀∈. (30)

This implies Assumptions 1 and 2 are satisfied.

Furthermore, we assume that  is bounded by ,

and hence Assumption 3 is also satisfied.

Step 2. The matrices  and  were calculated to be

 



 


 

 
  











  
  

  
. (31)

Step 3. System (27)-(29) is then re-expressed as

 











   
  
   
   

  
















  



 


 

 
. (32)

Step 4. The LMI parameter  is set as . Using

the SeDuMi solver for YALMIP in MATLAB, we obtain

     . (33)

Step 5. The observer parameters are set as 

and , while  is calculated to be     .

Step 6. The cyber attack is therefore reconstructed

using
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Fig. 1. The reconstruction of the attack in the first scenario

Fig. 2. The reconstruction of the attack in the second scenario.

        . (34)

The design of the observer proposed in this paper is

now complete. To show the effectiveness of the scheme

in reconstructing the attack, we simulate two scenarios:

the first scenario involves a Denial-of-Service (DoS)

attack which zeros the effect of  entirely, i.e.,

 [21]. The second scenario considers a

deception attack, where the attacker removes the

influence of  and injects the attack signal , i.e.,

 [22]. In both cases, system (27)-(29)

has the initial condition , while the

observer is set to have zero initial conditions. The input

 and the attack signal in the second scenario are

respectively set as

 sin  sin. (35)

Figs. 1 and 2 show the reconstructions of the attacks

in the first and second scenarios, respectively. It can be

seen that after some transient dynamics at the start

arising from the differing initial conditions, the attacks

are faithfully reconstructed. The faithfulness of the

reconstruction can be demonstrated using the attack

reconstruction error, which we define as

Fig. 3. The attack reconstruction error in the first scenario.

Fig. 4. The attack reconstruction error in the second scenario.

  
. (36)

Figs. 3 and 4 show the attack reconstruction errors in

the first and second scenarios, respectively. There are

also initial transients present in the attack reconstruction

errors, but these quickly vanish and the errors go to zero

and remain there afterwards. Thus, the proposed observer

scheme has been shown to be effective for reconstructing

cyber attacks.

Ⅴ. Conclusion

This paper has presented a SMO to reconstruct cyber

attacks using only the inputs and outputs of a system.

The system was first re-expressed into a form that

facilitates further analysis. The SMO for cyber attack

reconstruction was then designed for the system. A

simulation example was carried out, where two different

forms of cyber attacks were considered. The results of

the simulation demonstrate the efficacy of the proposed

scheme.
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