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Abstract

A recent research, object detection and segmentation have emerged as crucial technologies widely utilized in various fields such as autonomous driving systems, surveillance and image editing. This paper proposes a program that utilizes the QT framework to perform real-time object detection and precise instance segmentation by integrating YOLO(You Only Look Once) and Mask R CNN. This system provides users with a diverse image editing environment, offering features such as selecting specific modes, drawing masks, inspecting detailed image information and employing various image processing techniques, including those based on deep learning.

The program advantage the efficiency of YOLO to enable fast and accurate object detection, providing information about bounding boxes. Additionally, it performs precise segmentation using the functionalities of Mask R CNN, allowing users to accurately distinguish and edit objects within images. The QT interface ensures an intuitive and user-friendly environment for program control and enhancing accessibility.

Through experiments and evaluations, our proposed system has been demonstrated to be effective in various scenarios. This program provides convenience and powerful image processing and editing capabilities to both beginners and experts, smoothly integrating computer vision technology. This paper contributes to the growth of the computer vision application field and showing the potential to integrate various image processing algorithms on a user-friendly platform
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1. Introduction

As the importance of object detection technology continues to grow in the field of modern computer vision and studies, it plays a various applications such as vehicle-related systems, smart city development and security systems. In this context, the YOLO(You Only Look Once) algorithm has garnered attention for its innovative approach in the field of object detection, offering real-time performance and high accuracy due to its fast inference speed. According to YOLO related research, this algorithm performs object detection in a single forward pass, predicting probabilities for bounding boxes and classes in grid cells divided from the image [3-4].
Image segmentation technology divides given images into meaningful parts, contributing to the effective extraction of visual information by accurately identifying and distinguishing object boundaries. Recent advancements in deep learning have made image segmentation technology more accurate and applicable. This segmentation technology finds essential applications in various fields such as autonomous driving, robotics, medical imaging and transportation. The traffic-related segmentation experiment conducted in this research benefits from the fusion of traditional image processing techniques and deep learning algorithm, allowing for more precise and rapid analysis. However, accurate segmentation in complex traffic situations remains a challenging task, especially considering various uncertainties such as traffic congestion and road construction [1, 7, 9].

With the recent advancements in GPU technology, revolutionary models utilizing image object detection and segmentation have led to a significant increase in technologies using GPUs. The architecture of GPUs, particularly in the SIMT(Single Instruction Multiple Threads) mode, excels in high-performance computational processing and significantly enhances the inference time of models. Papers and research on the performance of models have consistently proven the superiority of GPU performance in terms of learning speed and accuracy compared to CPUs. Consequently, the development utilizing GPU architecture is actively taking place in many deep learning research and application fields [5-6, 8, 14].

This research proposes a deep learning-based on object detection and segmentation program implemented using the QT framework in a Windows environment. The program advantages to libraries such as OpenCV, OpenVINO and CUDA to provide users with enhanced image processing capabilities. Through features allowing users to manually draw and erase mask areas, the program enables object segmentation and further allows users to manually draw and erase bounding boxes for precise object positioning. Additionally, by utilizing YOLO for rapid object detection and Mask R CNN for accurate segmentation, the program provides comprehensive information about objects, including names and positions. Basic functionalities such as saving and loading user-generated results are supported, enabling flexible image processing anytime, anywhere.

In summary, this research presents an efficient approach in the field of object detection and segmentation through the effective combination of deep learning and the QT framework.

2. Background Knowledge

2-1. Definition of Deep learning.

Deep learning takes the form of a machine learning algorithm with a structured hierarchy called an Artificial Neural Network (ANN). Inspired by the functioning of the human brain, deep learning excels in learning and abstracting patterns from complex and large-scale datasets. Using neural networks composed of multiple hidden layers, deep learning hierarchically extracts features and learns intricate meanings. Through this, deep learning has demonstrated outstanding performance across various types of data, including images, speech and text. Key architectures used in deep learning include Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) and custom models, each designed for tasks such as image processing, sequential data analysis and language modeling. Deep learning exhibits performance in representation learning for complex and diverse datasets compared to traditional machine learning methods, leading to innovative results in various technological domains [10].
2-2 Definition of object segmentation.

Object segmentation is a crucial application in deep learning and computer vision. Involving the precise identification and separation of specific object in images or videos. This task includes accurately extracting the boundaries of objects at the pixel level and determining to which object each pixel belongs. Object segmentation extraction is employed to isolated and emphasize target objects in images or videos, also allowing for more accurate extraction and interpretation of visual information. It plays a key point in various field, including autonomous vehicles, medical image analysis and security systems. With the advancement of deep learning technology, object segmentation extraction has become more efficient in terms of accuracy and efficiency compared to previous methods. [2-4, 13]

The most of importance object segmentation algorithms include Fully Convolutional Network (FCN), U-Net and Masak R CNN, enabling precise pixel-level object segmentation. Object segmentation extraction holds significance in various application domains, driving advancements in modern computer vision by enabling accurate extraction and interpretation of visual information[11-12, 15].

3. Suggestion System

3-1. Setup environment

<table>
<thead>
<tr>
<th>Computer environment</th>
<th>Software framework and library</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU : Geforce MX150</td>
<td>OpenCV 4.2</td>
</tr>
<tr>
<td>CPU : Intel Core i7 8550U @ 1.8GHZ</td>
<td>OpenVINO 2020.3</td>
</tr>
<tr>
<td>RAM : 8G DDR4</td>
<td>QT 5.9</td>
</tr>
<tr>
<td>OS : Windows 10</td>
<td>CUDA Toolkit 10.0</td>
</tr>
<tr>
<td>HDD : TOSHIBA MQ01ABD100 (1TB)</td>
<td>Tensorflow 2.0</td>
</tr>
<tr>
<td>SDD : LITEON CV3-8D128 (128GB)</td>
<td></td>
</tr>
</tbody>
</table>

The Table 1 presents the overall system environment developed to program. The GPU utilized is the Geforce MX150, complemented by an Intel Core i7 8550U @ 1.8GHZ CPU and 8G RAM. This environment usually employed execution involving deep learning models such as YOLO V3 and Mask R CNN. The library stack consist of OpenCV 4.2, OpenVINO 2020.3, QT 5.9, CUDA Toolkit 10.0 and Tensorflow 2.0. OpenCV 4.2 is employed for comprehensive image processing tasks including editing mask, loading, saving images, and post-processing in deep learning image tasks OpenVINO can enhances deep learning inference calculation when GPU architecture is unavailable, if a GPU architecture is available, recommends utilizing the CUDA Toolkit for enhanced performance in deep learning inference calculation compared to the CPU architecture. QT is responsible for constructing the User Interface(UI) and serving as the fundamental operating program. Finally the YOLO and Mask R CNN model are implemented within the Tensorflow 2.0 framework.

The program developed in this study is based on the Windows operating system and utilizes the QT framework to provide users with a friendly and intuitive interface. The Windows environment is well-known and familiar to a diverse user base, also QT contributes to cross-platform portability, enhancing development and usability.

The program incorporates essential libraries for image processing and the execution of deep learning models. OpenCV offers robust image processing capabilities, providing users with functions necessary for editing mask areas and bounding boxes. Additionally, it utilizes an image viewer to deployment or save results. OpenVINO serves as Intel’s latest deep learning model inference engine, contributing to faster inference speed and
efficiency and enhancing the runtime performance of deep learning. CUDA have been advantaged to data obtained in the program to utilize the NVIDIA GPU architecture, employing Single Instruction Multiple Threads (SIMT) to execute multiple threads simultaneously for parallel processing. This enables the acceleration of deep learning models within the program.

3-2. System structure

Table 2 is shows that the detailed functionalities of Fig 1. Function 1 allows users to select a mode for editing images. It enables essential editing features such as drawing mask regions, displaying bounding boxes and erasing incorrect mask areas. Function 2, when selecting the mask drawing mode than allows users to set the size and Alpha value of the drawing area, providing transparency control. Function 3 displays information regarding the width and height of the image. Function 4 includes features such as saving drawn mask regions during image processing, selecting ROI (Region Of Interest), drawing Canny Edges and choosing Histogram mode for image rendering. Function 5 enables the processing of images using YOLO and Mask R CNN models. Lastly function 6 provides information about the selected bounding box area.

Table 2

<table>
<thead>
<tr>
<th>Operating function</th>
<th>Program User</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Image edit selection mode</td>
</tr>
<tr>
<td>2</td>
<td>Draw Mask area : size and set alpha</td>
</tr>
<tr>
<td>3</td>
<td>Opened image information</td>
</tr>
<tr>
<td>4</td>
<td>Select for image processing</td>
</tr>
<tr>
<td>5</td>
<td>Select for image processing using deep learning system</td>
</tr>
<tr>
<td>6</td>
<td>Object Bounding box information</td>
</tr>
</tbody>
</table>

Figure 2. (a) Mask area edit , (b) Bounding box edit
Function 1 and 2 provide users with the capability to manually draw and erase mask areas, as represent in Fig 2. These functions are essential for object segmentation, allowing users to draw mask areas to assist deep learning models in accurate object detection and segmentation. Additionally, even if the results inferred by the deep learning model contain inaccuracies due to slight errors, the program is designed to empower users to manually adjust or erase mask areas and bounding box size. This function ensures a more precise adjustment of object sizes and positions and enhancing the overall accuracy of the segmentation process.

![Figure 3. (a) Origin image, (b) ROI drawing, (c) Canny Edge, (d) Histogram](image)

The image processing performed through Functions 3 and 4 is represent in Fig 3. It is shows that the results obtained from the original image (a) when drawing mask areas, saved as (b), the output after Canny Edge processing represented as (c) and the visualization of the histogram denoted as (d). [16-17]

$$G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}}$$  \hspace{1cm} (1)

$$\text{Magnitude} (M) = \sqrt{(G_x)^2 + (G_y)^2}$$  \hspace{1cm} (2)

$$\text{Direction} (\theta) = \arctan \left( \frac{G_y}{G_x} \right)$$  \hspace{1cm} (3)

Canny Edge applies a Gaussian filter (1) to the original image to reduce noise. Here, $G(x, y)$ represents the values of the Gaussian kernel and $\sigma$ signifies the standard deviation of the Gaussian filter. From the image computed with the Gaussian filter, it calculates the strength (2) and direction (3) of edges.

$$M'(x, y) = \begin{cases} M(x, y), & \text{if } M(x, y) \geq M(x + \Delta x, y + \Delta y) \text{ and } M(x, y) \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

It examines the pixels on either side of the edge to find the maximum value and removes the remaining pixels (4). Double threshold is then employed to classify the strength of edges and noise.

$$x \cos(\theta) + y \sin(\theta) = p$$  \hspace{1cm} (5)

Through Hough Transform (5), specific values accumulating in the Hough space are identified and the corresponding polar coordinates at those locations are transformed back into the equation of lines This process ultimately produces the final output of the Canny edge results.

$$H(r) = \sum_{i=0}^{H-1} \sum_{j=0}^{H-1} \delta (I(i, j) - r)$$  \hspace{1cm} (6)

Histogram calculates the frequency of occurrence of pixel value $r$ from the original image in the image histogram function (6). Here $I(i, j)$ represents the pixel value located at the $i$ row and $j$ column of the image and $\delta$ is the directionality function.

$$C(r) = \sum_{k=0}^{t} H(k)$$  \hspace{1cm} (7)
Through the image histogram function, the cumulative histogram from pixel value 0 to \( r \) is obtained. This process results in the output of the histogram, allowing for the assessment of contrast, brightness distribution and other characteristics of the image.

**3.3. Program operating**

The process of handling the original image through the deep learning model using Function 5 is illustrated in Fig 4. The input image is resized to a width of 416 and a height of 416 using the OpenCV library’s resize operation. To serve as input data for YOLO and Mask R CNN models, a single image with three channels and consists of 2 dimensions a width 416 and a height 416 is utilized. The preprocessing of image data determines the labels of the processed image data based on the Class threshold value. Ultimately, in the post-processing step, the label of the Classes are determined and for Mask R CNN, an additional step involves drawing the mask area.

![Figure 4. Image processing using deep learning model](image)

Finally function 6 displays information about the selected bounding box when a bounding box is chosen.

![Figure 5. Getting bounding box information](image)
4. Object detection result.

![Object detection results](image)

Figure 6. (a) YOLO object detection, (b) Mask R CNN object segmentation

The program employs the YOLO deep learning model for swift object detection. While this model was defective to segmentation, it exhibits significantly faster inference speeds compared to Mask R CNN, making it well-suited for real-time object detection in scenarios such as video processing. YOLO provides high performance across diverse environment, making it a suitable to choice for rapid and efficient object detection. The Fig 6(a) shows the output image of this program.

Mask R CNN provides precise segmentation of objects, offering more accurate positional information about the size and shape of objects compared to YOLO. Although it consumes more memory and computational resources for image region processing compared to YOLO. It is effective in obtaining segmentation results for object detection at a finer level, particularly in photo-level data, as represented in Fig 6(b). Users can get an advantages this to maximize the segmentation capabilities of the deep learning model.

5. Conclusion

In this paper, we have developed a QT framework-based on deep learning object detection and segmentation program in the Windows environment. The program offers a user-friendly interface with diverse functionalities, combining YOLO and Mask R CNN for real-time object detection and segmentation. Utilizing OpenCV, OpenVINO and CUDA libraries, the program ensures high performance and efficiency. Real-time object detection with YOLO provides fast inference speed and accurate identification, while segmentation with Mask R CNN offers precise object boundaries for fine image editing.

The program allows users to easily draw and edit mask areas through an intuitive interface. Users can achieve their desired results through object detection and segmentation, enhancing efficiency with features like saving and loading projects. These achievements underscore the contemporary applicability of object segmentation technology, and future integrations with a variety of deep learning-based technologies are expected to provide users with more choices and functionalities. Furthermore, deeper research is needed to explore the practical applications and potential advancements in real-world scenarios.
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