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Abstract 

Machine learning is comprised of supervised learning, unsupervised learning and reinforcement learning as the type of data and 

processing mechanism. In this paper, as input and output are unclear and it is difficult to apply the concrete modeling mathematically , 

reinforcement learning method are applied for crawling robot in this paper. Especially, Q-Learning is the most effective learning 

technique in model free reinforcement learning. This paper presents a method to implement a crawling robot that is operated by 

finding the most optimal crawling method through trial and error in a dynamic environment using a Q-learning algorithm. The goal 

is to perform reinforcement learning to find the optimal two motor angle for the best performance, and finally to maintain the most 

mature and stable motion about EV3 Crawling robot. In this paper, for the production of the crawling robot, it was produced using 

Lego Mindstorms with two motors, an ultrasonic sensor, a brick and switches ,and EV3 Classroom SW are used for this 

implementation. By repeating 3 times learning, total 60 data are acquired, and two motor angles vs. crawling distance graph are 

plotted for the more understanding. Applying the Q-learning reinforcement learning algorithm, it was confirmed that the crawling 

robot found the optimal motor angle and operated with trained learning, and learn to know the direction for the future research.  
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1. Introduction12 

 
With the advancement of computers, various artificial 

intelligence theories that could not be solved with artificial 

intelligence became possible to be implemented in reality. 
Although expert systems were initially developed as a  
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theory for application to artificial intelligence, machine 

learning developed due to its limitations and flexibility. 

Machine learning has been divided into supervised 

learning, unsupervised learning, and reinforcement 

learning. Supervised learning is the most common 

learning method in which input and output values are 

presented and rules are found accordingly. 
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Unsupervised learning is a theory that enables data 

analysis by learning only the input data and its classes. 

Reinforcement learning is an artificial intelligence theory 

that introduces the concept of reward and continuously 

operates with that direction when actual results or 

processes produce good results. 

In this paper, a crawling robot is produced with Lego 

Mindstorms EV3, and the Q-learning technique, a 

reinforcement learning technique, is applied. In addition, 

we will optimize the values of the two motors using the 

ultrasonic sensor and implement a crawling robot that can 

move the maximum distance. 

 

  The LEGO Mindstorms Robot is relatively inexpensive, 

easy to program, and has a structure that can make a 

variety of robots (LEGO, 2015). In this paper, we design 

an implementation algorithm for the learning of Q-

learning technique and confirm that the robot works well. 

The method for implementing the EV3, which is not high 

in performance, by optimizing it for fast learning, was also 

applied (Xu et al., 2015; Angel Martinez-Tenor, 2014). 

 

This paper is divided into a total of 5 parts. In Chapter 

2, the related research discusses the Q-learning algorithm, 

and in Chapter 3, the structure and software 

implementation and design of the LEGO Mindstorms 

robot that manufactures the Crawling robot is explained. 

Chapter 4 shows the process of finding the optimal value 

for the movement of the implemented robot of the 

implemented crawling robot and the data of the learned 

experiment result set to the optimal value. In Chapter 5, 

based on this robot, we present a research task for the 

conclusion and future research plans (LEGO, 2022). 

 

Through this paper, it was found that reinforcement 

learning can be applied conveniently to the crawling robot, 

and it can be seen that the basic principles of 

reinforcement learning can be applied to more complex 

systems to learn relatively easily. 

 

 

2. Related Research 

 
2.1. Reinforcement Learning 

 
Reinforcement learning is a learning process in which 

an object takes an optimization action for a higher reward 

in a given environment. 

 

 
 

Figure 1: Reinforcement Learning Architecture 

 

Reinforcement learning uses the Markov process to 

sequentially express possible events in the future, and 

determines the behavior of the present state with 

information about the past state. At this time, the good or 

bad of each state is expressed using the Markov 

compensation processor to display the state including the 

reward, and the next state is displayed.  

In the end, reinforcement learning is implemented through 

a state value function that defines the expected value to 

return to the current state using MRP (Markov Reward 

Process) = MP (Markov Process) + R(Reward) and 

discount coefficients. 

 

Reinforcement learning can be divided into model-

based learning and model-free learning. Model-based 

learning understands the environment, and when any 

action is performed in the current state, the highest reward 

of the probability of the next state is recognized and so it 

is not necessary to be explored (Oh, 2017). 

Model free learning does not know the environment at all, 

and the agent finds a policy function that maximizes the 

expected sum of future reward through the action. 

That is, without knowing about the environment, it 

passively obtains the next state and the next reward 

indicated by the environment. Since the environment is 

unknown, it is a method of learning policy functions 

through trial and error while exploring and exploring. 

In this paper, we experiment with how to set the optimal 

parameters by finding the angle values of two motors that 

can move the longest distance through a Lego robot 

through reinforcement learning in a model-free learning 

environment (Park, 2021). 

 

 

2.2. Q-Learning Algorithm 

 
The Q-learning algorithm is a reinforcement learning 

algorithm that learns without a model. As it were, it is an 

algorithm that learns the optimal policy to take a specific 

action. That is, it is an algorithm that operates in a manner 
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that maximizes the predicted value while continuously 

operating events after the current time according to a 

certain rule. Therefore, Q represents the quality of the 

reward of the action taken in the current state. 

Q-learning proposed by C.J C.H Watkins is the most 

widely used for reinforcement learning and uses a learning 

method based on statistical dynamic programming. 

In Q learning, an approximation of the reinforcement 

value received when an action 𝐴𝑡  is performed in the 

current state 𝑆𝑡  is assigned to 𝑄(𝑆𝑡 , 𝐴𝑡) for the state-

action phase. 

  Then, by selecting the behavior  𝐴𝑡+1 that maximizes 

the Q-function 𝑄(𝑆𝑡+1, 𝐴𝑡+1) for the state-action pair in 

the next state 𝑆𝑡+1, It can be defined as Equation (2-1) by 

using the difference from the Q-function value for the 

State-Action pair of the current state, that is, the TD 

(Temporal Difference) error. (C.J.C.H Watkins ,1992) 

 

𝑄(𝑆𝑡 , 𝐴𝑡) = (1 − 𝛼) · 𝑄(𝑆𝑡 , 𝐴𝑡) + 𝛼 · 𝛿𝑡    (2.1) 

 

  In the Markov Decision Process (MDP), the target 

learns the policy to maximize the expected value of the 

future reward. In the equation (2.1), Q starts with a fixed 

value and is updated through the reward 𝑟𝑡 obtained by 

the action 𝑎𝑡 of the agent. The value iteration technique 

using the weighted sum of the old value and the new 

information is used. 

𝛿𝑡 is calculated as Equation (2.2) as the TD (Temporal 

Difference)-error for the selected  State-Action in the 

current state. 

 

𝛿𝑡 = 𝑟𝑡 + 𝛾 · max
𝑎𝜖𝐴(𝑠𝑡)

𝑄(𝑆𝑡+1, 𝑎)    (2.2) 

 

  The value iteration technique using the weighted sum of 

the old value and the new information is used.  

In Equation (2.2), 𝑟𝑡 is the reward value, γ(0<γ<1) is the 

discount rate, and it is a set of actions that the learning 

agent can be selected in the state 𝑆𝑡. 

 

 

3. Implementation 
 

3.1. Crawling Robot 
 

The crawling robot applied in this paper was 

constructed using LEGO Mindstorms EV3. As shown in 

Figure 2, the basic configuration of crawling robot consists 

of 1 brick, 2 large motors on A and D ports, and an 

ultrasonic sensor for distance measurement. The system is 

configured so that the process of finding the angular value 

of two motors versus maximum crawling distance is 

executed. 

 

 
Figure 2: Crawling Robot 

 

 

 
 

Figure 3: Two Motor Rotating Range 

 

   That is, after the learning is completed, the angles of 

motors A and D that have moved the longest distance that 

have finally received the highest compensation are 

maintained as the final compensation values. 

In other words, it has a structure that can crawl forward at 

the highest speed by memorizing the angles of A and D 

motors so that the wheel can generate the maximum force.  

Figure 3 shows the initial range that each motor can move. 

That is, motor A is the first connected motor of the brick 

and can initially move in the range of 0 to 90 degrees, and 

motor D can initially move 0 to 270 as the second 

connected motor. 

  If the values of the two motors generated by the random 

number generation at the beginning are a combination that 

moves a certain distance, when the combination that can 

move the longest distance is reached, the moving distance 

is measured by an ultrasonic sensor. 

  If the measured movement distance is greater than the 

previous state value, the found motor combination receives 

maximum compensation, and continuously updates and 

learns for a certain period of time to find the A and D angle 

values of the motor that have moved the maximum distance. 

In the end, the structure of the robot was designed so that it 

could learn to move the longest distance through the 

optimal motor angle through reinforcement learning. 
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3.2. Q-Learning Algorithm Implementation 

 
The Pseudo code for Q-Learning is shown in Table 1, 

and the change in Q status indicates the change in status 

according to the distance, and the random variable 

corresponding to Action is the motor angle of A and the 

motor angle of D. It was implemented by modifying the 

policy to maintain the optimized new angle value for A 

and D notor, if there is any longer distance variation is 

compared to the previous state value. 

As it were, when the reward is greater than the distance 

traveled by the existing action, it is learned by updating 

the new state. 

The angle generation of random numbers of A and D 

taking action was to generate random numbers in the 

range of 0 to 90 degrees for A and 0 to 270 degrees for D. 

  
Table 1: Q-Learning Algorithm 

Q Learning : Learning Function 𝑸 ∶ 𝑿 × 𝑨 → 𝑹 

Require: 

  𝑆𝑡𝑎𝑡𝑒 𝑋 =  {1, … , 𝑛𝑥} 

    𝐴𝑐𝑡𝑖𝑜𝑛 𝐴 =  {1, … , 𝑛𝑎} , 𝐴 ∶ 𝑋 => 𝐴  

    𝑅𝑒𝑤𝑎𝑟𝑑  𝑅 ∶ 𝑋 × 𝐴 → 𝑅  

  𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑅𝑎𝑡𝑒 𝛼 ∈  [0,1] , (𝑝𝑢𝑡  𝛼 = 1) 

Discounting factor  γ ∈  [0,1] (𝑝𝑢𝑡  γ = 1) 

𝐏𝐫𝐨𝐜𝐞𝐝𝐮𝐫𝐞 Q − Learning(𝑋, 𝐴, 𝑅, 𝑇, ∝, 𝛾)     

         𝐈𝐧𝐢𝐭𝐢𝐚𝐥𝐢𝐳𝐞 Q with random number  

𝐖𝐡𝐢𝐥𝐞 Q is not converged do  

𝑆𝑡𝑎𝑟𝑡 𝑖𝑛 𝑠𝑡𝑎𝑡𝑒  𝑠 ∈ 𝑋  

𝐖𝐡𝐢𝐥𝐞 𝑠 𝑖𝑠 𝑛𝑜𝑡 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝑑𝑜 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝜋                
         𝑎𝑐𝑐𝑟𝑜𝑑𝑖𝑛𝑔 𝑡𝑜 𝑄 𝑎𝑛𝑑 𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 

(𝑒. 𝑔.  𝜋(𝑥) ← 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄(𝑥, 𝑎))  

𝑎 ←  𝜋(𝑠)  

𝑟 ←  𝑅(𝑠, 𝑎)   

𝑠 , ←  𝑇(𝑠, 𝑎) : New State  

             𝑄(𝑠 ,, 𝑎) ← (1 − 𝛼) ∙ 𝑄(𝑠, 𝑎) 
             +𝛼 ∙ (𝑟 + 𝛾 ∙ 𝑚𝑎𝑥𝑎,𝑄(𝑠 ,, 𝑎,) )  

𝑠 ←  𝑠 ,  

          Return Q 

 

In this paper, the software is implemented with the 

learning rate α=1 and the discount coefficient γ=1 in the 

Q-learning algorithm. 

  Figure 4 shows the flow diagram of the entire software 

including the Q algorithm. At first it starts to do some 

action and A and D start to adapt to the Q state like this, 

they started to adapt before, D no longer moves the 

distance, moves the update. 

  By repeating this operation continuously, we find the 

angles of A and D that can move to the maximum 

continuously in the limited random number generation 

range of the randomly generated angles of A and D motors. 

Since there are various actual values of the two motors for 

learning, if you learn for a long time, you will find the 

optimal value probabilistically. Structural conditions have 

characteristics that can be different. 

In this paper, 20 times were repeated three times and the 

learning result was selected using the angle found as the 

maximum. 

 

 

 

 
 

Figure 4: Software Flow Chart 

 

 

4. Experimental Result 

 
   In this paper, in order to find the optimal operating 

angles of A and D motors, an experiment was conducted 

to acquire data through learning a total of 60 Q-learnings 

with 20*3. Figure 5 is the result data showing the 

movement distance according to motor A, and it can be 

seen that the maximum distance is moved when the angle 

is between 40 and 50, and Figure 6 shows the movement 

distance according to the angle of motor D. 

It was found that the D motor has a high probability 

of moving the farthest when the angle is more than 150 

degrees, and when the maximum movement distance 

exceeds 260 degrees, it is found that the motor learns 

optimally with the combination of the angles of the A 

motor. 

Figure 7 shows the graph of the angles and distances 

of motors A and D in three dimensions. The optimal 
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distribution of angles for motors A and D is between 43 

and 90 degrees for A and 200 degrees for motor D. It was 

found through Q-Learning that when it has a value, it 

becomes a combination that can produce the longest 

moving distance. 

Figure 7 shows the relationship between the learning 

values of Q-Learning according to each size. If you look 

at the value of Distance, the distance does not move in the 

initial learning, but the combinations of A motor and D 

motor corresponding to the 50th and later are learning. 

could see it being done. Although the range of occurrence 

of random numbers is fixed, I thought that the operating 

point could be found with faster convergence if a 

regulatory technique to limit the angle was added as a 

policy. 

 

 

 
Figure 5: A Motor Vs. Distance 

 

 

 
Figure 6: D Motor Angle Vs. Distance 

 

 
 

Figure 7: A and D Motor Angle vs. Distance 

 

 

 
    

Figure 8: A and D Motor Angel and Distance 2D Plot 

 
Looking at the learned data, if motor A is 43 degrees 

or more and 90 degrees or less, and D motor is 200 degrees 

or more and 270 degrees or less, it appears as a result of 

learning that can move the longest distance. 

In the end, the optimal value learned by Q-Learning 

is the distance moved while converting the angle values of 

A and D motors generated by random numbers. It was 

confirmed that the learning of Q-Learning went well by 

giving a reward to maintain and update the optimal value. 
After all, since the result of learning is reflected through 

random number generation, it was confirmed that it is an 

important factor to quickly find an appropriate variable for 

the initial distance movement. 
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5. Conclusions  
 

In this paper, we make a crawling robot using Lego 

Mindstorm EV3, and find a combination of two motor 

angles A and D so that it can move as far as possible using 

the Q-Learning algorithm, which is a model-based 

reinforcement learning without a single force. A robot 

capable of moving the longest distance was realized. 

In other words, it was confirmed that it is an effective 

policy to narrow the range of random number generation 

for an operation after the initial operation has occurred 

through the initial random number generation, and the 

learning proceeds quickly to the final value. 

The unfortunate point is that the angle range of the two 

motors is wide, and it took a long time to find the 

combination that moves the first distance because the 

combination that requires checking the operation is 

generated as a random number. In addition. Since the 

implemented EV3 is not robust, there are many variables 

in the robot's motion, and there are times when different 

results appear when operating under the same conditions. 
In the future, research is needed to better recognize and 

operate the surrounding environment through a 

combination of a robust robot model structure and a sensor 

that can recognize various environments, and how to give 

a regulation for the generation of random Motor angle 

about fast optimization method for huge combination 

variable of two motor angles.   
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