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Abstract

Industrial control systems (ICSs) used to be operated in closed networks, that

is, separated physically from the Internet and corporate networks, and inde-

pendent protocols were used for each manufacturer. Thus, their operation was

relatively safe from cyberattacks. However, with advances in recent technolo-

gies, such as big data and internet of things, companies have been trying to

use data generated from the ICS environment to improve production yield and

minimize process downtime. Thus, ICSs are being connected to the internet or

corporate networks. These changes have increased the frequency of attacks on

ICSs. Despite this increased cybersecurity risk, research on ICS security

remains insufficient. In this paper, we analyze threats in detail using STRIDE

threat analysis modeling and DREAD evaluation for distributed control sys-

tems, a type of ICSs, based on our work experience as cybersecurity specialists

at a refinery. Furthermore, we verify the validity of threats identified using

STRIDE through case studies of major ICS cybersecurity incidents: Stuxnet,

BlackEnergy 3, and Triton. Finally, we present countermeasures and strategies

to improve risk assessment of identified threats.

KEYWORD S
countermeasures, distributed control system (DCS), DREAD, industrial control system (ICS),
network, operation technology (OT), STRIDE, threat modeling

1 | INTRODUCTION

Initially, each process control system was operated as a
direct digital control system, in which a single computer
handled the process data of several hundreds of loops or
more. However, with an increase in the capacity of a
single piece of hardware (such as computer memory),
system stability has decreased due to the ripple effect in
the event of system failure. Distributed control systems
(DCSs), which distribute process control functions and
failure risks by centralizing process monitoring and

driving operation functions, have been developed to
address the abovementioned problems.

A DCS is a totally integrated system that communi-
cates between various facility elements, including hard-
ware, and software developed by DCS manufacturers
using proprietary network protocols in an isolated
network, that is, one that is not connected to the internet
or a corporate network.

For this reason, DCS manufacturers considered DCSs
safe from cyberattacks and developed them with a focus
on reliability and real-time I/O without considering
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countermeasures against such attacks. However, numer-
ous sensors and industrial control system (ICS) equip-
ment have been supplying information to IT systems
located in relatively insecure corporate networks and the
internet to increase productivity and reduce costs; these
actions create attack surfaces and thus expose such sys-
tems to security risks. Moreover, manufacturers have
been migrating vendor-specific operation systems (OSs)
and protocols to general-purpose OSs and Ethernet trans-
mission control protocol/internet protocol (TCP/IP)
networks to decrease costs. In addition, operators may
delay security patches and antivirus updates in produc-
tion systems due to concerns about system failures
caused by such updates. Thus, systems are prone to
attacks that exploit outdated malware and vulnerabilities
as well as inherent vulnerabilities in the IT environment.
Therefore, cybersecurity attacks on ICSs continue to
increase. However, operators managing ICSs falsely
believe that cybersecurity considerations are unnecessary
because ICSs are still operating in closed networks [1].

Cybersecurity threats in ICS environments are
increasing, such as the DarkSide ransomware attack on
Colonial Pipeline as well as the Dragonfly attackers
targeting energy companies with trojan. Recently,
safety-focused risk management methodologies, such as
HAZOP, OCTAVE, and PASTA, had been mainly imple-
mented in ICSs. However, the focus of threat modeling
research on cybersecurity remains insufficient; particu-
larly, threat analysis studies on DCSs are limited.

In this study, we perform STRIDE-based threat
modeling, a systematic threat modeling methodology, to
identify threats at the key component levels of a DCS
operating in a real-world oil refinery. We also validate the
threats extracted from the STRIDE methodology through
cybersecurity incident cases targeting ICSs, namely, the
Stuxnet worm in Iran’s nuclear facilities, BlackEnergy 3
in Ukraine’s power centers, and the Triton attack on a
chemical plant in Saudi Arabia. In addition, we evaluate
the risk of the identified threats using the DREAD
method and present effective risk mitigation measures
based on experience in a real production environment.

The rest of this paper is organized as follows. Section 2
describes major threat modeling methodologies and
cybersecurity research for ICSs. Section 3 describes the
STRIDE-based threat modeling methodology and STRIDE
approach. Section 4 identifies threats against a DCS using
STRIDE and evaluates risks of identified threats using
DREAD. Section 5 validates the threats identified using
STRIDE through a comparison with threats used in actual
cybersecurity cases. The final section summarizes the
conclusions of this study and highlights areas of
future research to further develop countermeasures and
methodologies against the identified threats.

2 | BACKGROUNDS AND
RELATED WORK

In Section 2.1, we define and characterize threat model-
ing in detail. In Section 2.2, we explain the major threat
modeling methodologies for and cybersecurity research
on ICSs.

2.1 | Background

Threat modeling, the first step in risk assessment, is a
structured method for identifying and classifying poten-
tial threats to target systems and services. It is used to
build a secure system by considering security aspects
from the initial stage, that is, system development and
construction. Threat modeling also identifies security
requirements in the analysis phase, not the test phase,
and eliminates security vulnerabilities from the design
stage in advance to enhance software security while
reducing development costs. A threat model contains a
complete process, including identifying threats based on
security objectives and an understanding of the system,
assessing risks and risk priorities by considering the like-
lihood and impact of threats, and establishing counter-
measures based on the risk assessment results.

Studies on ICS security are limited. Nonetheless,
research in this field has been increasing since the emer-
gence of the malware called Stuxnet, which manipulated
centrifuges in Iran’s nuclear facilities in 2010 [2]. Attacks
on ICSs are not limited to monetary damage caused by
system interruption, such as attacks on existing IT sys-
tems. The ripple effect and scope of accidents and human
damage can expand, and the importance of research on
the subject will increase accordingly. For example, a
cyberattack on an oil refinery can cause a cascade of
explosions throughout the facility, leading to environ-
mental pollution and numerous casualties. In addition,
the ensuing gasoline and diesel shortages can lead to a
rise in consumer prices, which will affect society as a
whole.

2.2 | Related work

2.2.1 | History of threat modeling

Threat modeling has been studied since 1990 along with
advances in software development life cycle (SDLC) and
threat modeling methodologies suitable for different
environments. In general, software undergoes frequent
requirement changes throughout the SDLC. Performing
threat modeling during such changes consumes
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additional time and incurs cost, thus putting a strain on
organizations.

Sindre and Opdahl of Norway used the unified
modeling language (UML), a visualization tool for system
design, to employ the use case and express the abnormal
behavior of systems using the opposite concept of the
misuse case [3]. Amoroso introduced the concept of a
threat tree, which is a transformation of the fault tree
used in system safety engineering [4]. In 1998, Schneider
proposed the use of attack trees to graphically model
threats in “Toward a Secure System Engineering” and
“Attack Trees” [5]. An attack tree visualizes, structures,
and expresses an attack with the AND/OR symbol by set-
ting the root node, which is the final target of the
attacker, and the way to achieve the target, which is set
as the leaf node.

In 1999, Microsoft’s Loren Kohnfelder and Praerit
Garg introduced the STRIDE methodology through the
article “The Threats to Our Products,” which includes the
systematic management of various threats from the
design stage of all Microsoft products [6]. Thereafter,
Microsoft founder Bill Gates introduced a process of
building secure applications, which eventually became
the origin of Microsoft’s STRIDE and Threat Analysis
and Modeling (TAM) (2002) [7]. Swidersky and Snyder
introduced TAM, an approach based on data flow dia-
grams (DFDs), to the existing STRIDE (2004) [8]. Subse-
quently, TAM was adopted to replace Microsoft’s security
development life cycle (SDL) (2011).

Recently, Microsoft launched the Threat Modeling
Tool, and other organizations have developed various
other threat models. OCTAVE, by Carnegie Mellon

University’s Software Engineering Institute, aims to man-
age risks for organizational information protection [9].
The US Department of Homeland Security’s common
vulnerability scoring system (CVSS) provides a good
understanding of software vulnerabilities and assesses
the resultant threats [10]. The hybrid threat modeling
method (hTMM) was developed by the SEI in 2018. It
combines the security quality requirements engineering
method (SQUARE), security cards, and persona non
grata (PNG) activities [11]. The quantitative threat
modeling method (quantitative TMM) is a hybrid
approach composed of attack trees, STRIDE, and CVSS
applied in synergy [12]. Octotrike’s open-source threat
modeling methodology and tool, Trike, is a security audit
framework that uses threat modeling from a risk man-
agement and defensive perspective [13]. The visual, agile,
and simple threat (VAST) modeling approach is based on
ThreatModeler, an automated threat modeling platform
[14]. Threat models for specific targets include PASTA
[15], which analyzes threats to business logic; Klocwork’s
threat model, which includes techniques for secure
embedded software development [16]; HAZOP, which
analyzes hazard and system operability [17], “Attack
Trees” [5], which are diagrams that depict attacks on sys-
tems in tree form; PNG [11], which focuses on the moti-
vation and skill of human attackers; and “Security Cards”
[18], which identify unusual and complex attacks. The
recently launched LINDDUN is a privacy-specific threat
modeling technique for applications in social media net-
work environments [19]. Table 1 lists the advantages and
disadvantages of the 12 main threat modeling methods
for identifying an appropriate approach for DCSs.

TAB L E 1 Advantages and disadvantages of major threat modeling methodologies

Threat modeling
methodology [20] Maturity

Focus/
perspective DFD-based Mitigation Automation

Consistent
results

STRIDE [8, 21] High Defender O O O X

PASTA [15] High Risk O O X X

LINDDUN [19] High Privacy concerns O O X X

CVSS [10] High Scoring X X O O

Attack Trees [5] High Attacker X X X O

PnG [11] Medium Attacker X X X O

Security Cards [18] Medium Unusual attacks X X X X

hTMM [11] Low Attacker/defender O X X O

Quantitative TMM [12] Low Attacker/defender O X X O

Trike [13] Low Risk O O X X

VAST [14] High Attacker O O O O

OCTAVE [9] Medium Operational risks X O X O

Abbreviations: CVSS, common vulnerability scoring system; DFD, data flow diagram; hTMM, hybrid threat modeling method; VAST, visual, agile, and simple
threat.
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2.2.2 | Cybersecurity research for ICSs

In response to the rise in threats to and incidents in ICSs,
interest in ICS security is accordingly increasing in
national agencies and related research. However, cyber-
security researchers have had limited opportunities to
experience ICSs directly or indirectly, so studies on ICS
security remain lacking.

The ICS-CERT in the United States aims to
strengthen frequently used vulnerabilities, security
trends, and research for critical infrastructure protection
[22]. The National Institute of Standards and Technol-
ogy (NIST; US) develops and provides a cybersecurity
framework for enhancing infrastructure cybersecurity. It
provides guidelines for strengthening security, which
are evaluated and used for various industries operating
ICSs [23, 24]. The Australian Cyber Security Center
publishes a report on threats to and incidents in
ICSs [25].

In accordance with the ICT Protection Act, Korea
designates ICT infrastructure and enforces vulnerability
inspection and risk assessment activities for each critical
infrastructure. Khan et al. proposed a threat modeling
method for cyber-physical systems (CPSs) using the
STRIDE model [26]. Kim et al. proposed STRIDE-based
threat modeling for the assessment of smart home sys-
tems [27, 28]. Yampolskiy et al. evaluated the feasibility
of conducting a systematic analysis of cyberattacks on
CPSs as a DFD-based approach [29]. Ralstona et al. pre-
sented a cybersecurity risk assessment method for super-
visory control and data acquisition (SCADA) and DCS
networks [30]. Cherdantseva et al. proposed a cybersecu-
rity risk assessment technique for SCADA systems [31].

3 | STRIDE METHODOLOGY FOR
DCSS

Threat modeling is a security analysis approach that
identifies and classifies potential threats to analytical tar-
gets to determine critical security risks. The goal of threat
modeling is to mitigate risk to an acceptable level. Safety
is an important factor in oil refineries and petrochemical
factories, and risk assessment focused on safety has been
conducted using various methodologies, such as HAZOP
and OCTAVE.

In this paper, we focus on identifying security threats
against DCSs, which are the core of oil refinery opera-
tion, and propose measures to mitigate the identified
risks with limited resources. A DCS is generally isolated
from IT networks and interacts with limited components
within one or an operation process associated with the
process. Considering these DCS characteristics, we use

the STRIDE methodology, which is a mature and optimal
approach, to classify trust boundaries and identify cyber
threats to each system component and their interaction
from the defender’s point of view. The DREAD method-
ology is then adopted to prioritize the identified risks and
derive a risk-based remediation plan.

In the 1980s, the Johnson Space Center (US) coined
the term CIA triad, which stands for confidentiality,
integrity, and availability [32]. STRIDE categorizes
threats corresponding to cybersecurity goals by adding
three elements to the CIA triad: authentication,
nonrepudiation, and authorization. STRIDE is named
after these six threats and can help identify applications’
vulnerabilities and potential attacks. Table 2 shows the
six threats in STRIDE and the security attributes associ-
ated with each.

3.1 | STRIDE-based threat modeling
methodology

Due to the lack of a standard methodology, we propose
seven high-level steps (Figure 1) for applying STRIDE
threat modeling to a DCS. The first step is to identify
assets and security objectives. The second step is to create
an architecture overview. The created architecture helps
to understand the purpose of the target system, the

TABL E 2 Correlation between six threats in STRIDE and

security properties

Threat
Security
property Threat definition

Spoofing Authentication Impersonate something
or someone else

Tampering Integrity Modify data or code

Repudiation Nonrepudiation Claim to have not
performed an action

Information
disclosure

Confidentiality Expose information to
someone not authorized
see it

Denial of
service

Availability Deny or degrade service to
users

Elevation of
privilege

Authorization Gain capabilities without
proper authorization

F I GURE 1 STRIDE-based threat modeling methodology
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system user, the data contained in the system, and the
relationships between each component. The third step is
to decompose the target system into its logical compo-
nents using a DFD, which helps to visualize the function-
alities and communication between components within
or external to the DCS. A DFD uses four standard sym-
bols: (i) external entity (EE) generates data inputs and
use outputs. (ii) Data store (DS) stores data temporarily
or permanently. (iii) Process (P) obtains data inputs and
generates outputs. (iv) Data flow (DF) indicates data
movement between EE, DS, and P. (v) Trust boundary
(TS) indicates changes in privilege levels and separates
trustworthy and untrustworthy elements. Each DFD ele-
ment type is susceptible to only a few or all STRIDE
threats, as shown in Table 3. The fourth step is to identify
threats based on each system component and functional-
ity using the STRIDE methodology. The fifth step is to
categorize and write these threats. The sixth step is to
rate these threats using a risk assessment model, such as
DREAD. This rate helps prioritize the risk mitigation
actions in the next step, which is to plan mitigation
strategies.

3.2 | STRIDE approach

STRIDE uses a DFD for effective modeling. Microsoft
has proposed the STRIDE-per-element and STRIDE-
per-interaction methods [33]. The former is a complex
method of analyzing STRIDE for each DFD compo-
nent; it utilizes the security properties associated with
a specific threat, as shown in Table 3. However, this
method does not identify threats that are difficult to
find in a DFD, and these threats emerge through the
interactions between system components. The STRIDE-
per-interaction method enumerates threats against
system interactions by considering tuples (origin, desti-
nation, and interaction). The STRIDE-per-interaction
method is relatively easy to perform than the STRIDE-
per-element approach and can sufficiently protect a
system at a general level, given that cyberattacks
normally involve malicious interactions between system
components.

4 | SYSTEM DESCRIPTION: DCS
OPERATION

A DCS centrally collects information from multiple sen-
sors, analyzes the collected data, and sends necessary
commands to actuators to adjust the values. This system
aims to maintain an optimal operating environment. We
explore possible threats by limiting the scope of DCS
operation into one production process.

Threat modeling for DCSs consists of seven major
steps. In this study, the scope of the analysis target is
clearly defined, function and data flow of the analysis tar-
get are determined, threats are identified through
STRIDE threat modeling, and risk is calculated using the
DREAD method. Finally, we propose possible counter-
measures that can be applied to DCSs based on the calcu-
lated risk criticality.

4.1 | Identify assets and security
objectives

Step 1 is to identify the assets and security objectives of
the DCS, as shown in Figure 1. A refinery consists of con-
tinuous processes, and a failure in one process can affect
the next process and consequently the entire production
process. Its DCS is essential for its continuous operation.
The basic components of DCSs in refineries are similar,
regardless of the production process. Therefore, we limit
our analysis to a DCS in one process (Figure 2).

The security objective of a DCS is to operate safely
without an unplanned shutdown, which is achieved by
guaranteeing availability to transfer commands or
responses within a set time period. Integrity must be
ensured so that accurate values can be transmitted to
field devices without tampering. Finally, confidentiality
must be guaranteed so that the process operation and
product recipe know-how are not accessed by unauthor-
ized persons, as shown in Figure 3. The DCS is important
for the principles of the CIA triad in the following order:
availability, integrity, and confidentiality.

TAB L E 3 DFD elements to STRIDE threats

DFD elements S T R I D E

External entity (EE) X X

Process (P) X X X X X X

Data flow (DF) X X X

Data store (DS) X X X

Abbreviation: DFD, data flow diagram. F I GURE 2 Distributed control system (DCS) operation
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4.2 | Create architecture overview

Step 2 is to create an architecture overview, as shown in
Figure 1. According to Figure 4, the DCS in one produc-
tion process operates with the DCS controller, DCS
servers, engineering workstation (EWS), and operator
workstation (OWS), which are essential components. It
also works with an active directory (AD) for integrated

authentication and account management, GPS server for
time synchronization within a closed network, OLE for
process control servers for linking information with other
processes or products from other manufacturers, and his-
torian for trend analysis of process/operation information.
Certain sensors and actuators generate analog and digital
signals through serial communication, such as I/O mod-
ules that centralize information through RS-232, RS-422,
and RS-485 from sensors. In some cases, it directly receives
from a process logic controller (PLC). In general, refineries
are engineered to configure safety instrument systems
(SISs) with DCSs to perform specific control functions to
fail-safe operation against unacceptable or dangerous con-
ditions. However, SIS components and interactions, such
as the SIS controller, EWS for SIS, and DCS-ICS communi-
cation, are not included in the scope of the threat analysis
in this study. Itemizing the important characteristics and
components of the DCS is helpful in identifying threats
using STRIDE (step 4), as shown in Figure 1.

The roles and significant functions of the essential
components of DCSs are as follows: (i) OWS is used by
an operator to monitor and adjust set-point values.
(ii) EWS is used by an engineer to manage controller set-
ting information. (iii) DCS server is used to provide
screen values and user profile information to the OWS.
(iv) AD plays a role in centrally managing user accounts,
authentication, and group policies. According to the Pur-
due Enterprise Reference Architecture, the de facto stan-
dard of ICS architectures, a DCS is in levels 1 and 2. It
communicates between them using different protocols
via the DCS server, which has communication gateway
functions. The OWS sends set points to and requests data
directly from the DCS controller or indirectly through the
DCS server. The DCS controller controls actuators based
on control commands and feedback from sensors.

F I GURE 3 Major security concerns of distributed control

systems (DCSs)

F I GURE 4 Proposed distributed control system (DCS) and

safety instrument system (SIS) architectures

F I GURE 5 Data flow diagrams

(DFDs) of distributed control system

(DCS) in oil refinery
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4.3 | Decompose system

Step 3 is to decompose the system into its components, as
shown in Figure 1. A detailed understanding of the DCS
mechanism makes it easier for users to uncover more
relevant, detailed threats. First, we identify the DCS com-
ponents, which potential attackers might be interested
in. Second, we draw a DFD for each system component,
as shown in Figure 5, and map how components commu-
nicate to visualize how data flows through the system.
Finally, we identify the DCS trust boundaries to focus the
analysis on the areas of concern.

4.4 | Identify threats using STRIDE

Step 4 is threat analysis. We use the STRIDE threat
modeling methodology to identify the weaknesses asso-
ciated with threats by focusing on areas where mistakes
are most often made. We use details from steps 2 (crea-
tion of architecture overview) and 3 (system decomposi-
tion) to identify threats relevant to the DCS scenario
and context. An attack library is needed to perform
complete threat analysis using DFDs. Information that
can be utilized as an attack library includes research
published in papers and conferences, MITRE’s common
attack pattern enumeration and classification, common
vulnerabilities and exposures (CVE), ICS-CERT reports,
and NIST SP 800-30. In this paper, we select three
widely documented cybersecurity incidents, namely,
Stuxnet, BlackEnergy 3, and Triton, to identify harmful
threats used in real-world accidents. The results are
summarized in Table 4 and briefly explained in the
following.

4.4.1 | Spoofing

DCS is utilized by operators, who operate production pro-
cesses using the OWS, and by engineers, who work on
engineering processes through the EWS (EE-1 and EE-2
in Figure 5).

An attacker poses as an authenticated operator
(P1) by manipulating the set-point value (P3) through
the controller (P12) to raise the boiler temperature
(connected to the actuator) to the highest value (P15).
The resulting abnormal increase in temperature will
affect the output quality. In addition, it can lead to an
explosion if the high temperature persists. Slight differ-
ences depend on the DCS manufacturer. However, the
controller can operate the set points directly or indi-
rectly via the OWS. Thus, the attacker tries to gain con-
trol of the OWS.

In general, the engineer sets the upper and lower
limits of an instrument range to prevent any erroneous
input of abnormal values by an operator. An attacker
posing as an authenticated engineer (P5) can modify the
upper or lower limit of the instrument range and
graphic information, which is viewed by operators (P6).
This attack can provide misinformation to the operator,
and any resulting error of the operator can lead to
major accidents, such as shutdown, charge down, and
explosion.

Nonetheless, in an actual refinery, accidents caused
by DCS malfunction and operator mistakes are prevented
through a valve controlled by the SIS at points that may
cause explosions or danger. The malware Triton, identi-
fied in 2017, directly targeted an SIS, taking into account
the engineering characteristics and facilities of the petro-
chemical plant.

TAB L E 4 Threat modeling using STRIDE-per-element methodology

STRIDE DFD elements

Spoofing EE-1, EE-2,
P-1, P-2, P-3, P-4, P-5, P-6, P-7, P-12, P-14, P-18, P-19, P-20, P-21, P-22

Tampering P-2, P-3, P-6, P-7, P-8, P-9, P-10, P-11, P-12, P-13, P-14, P-15, P-16, P-17, P-18, P-19, P-20, P-21,
DF-1, DF-2, DF-3, DF-4, DF-5, DF-6, DF-7, DF-8, DF-9, DF-10, DF-11, DF-12, DF-13,
DS-1, DS-2, DS-3, DS-4, DS-5, DS-6, DS-7

Repudiation EE-1, EE-2,
P-1, P-2, P-3, P-4, P-5, P-6, P-7, P-11, P-14, P-15, P-16, P-18,
DS-2, DS-6

Information disclosure P-1, P-2, P-4, P-5, P-8, P-14, P-16, P-18, P-19, P-21, P-22,
DF-1, DF-2, DF-3, DF-4, DF-5, DF-6, DF-7, DF-8, DF-9, DF-10, DF-11, DF-12, DF-13,
DS-1, DS-2, DS-3, DS-4, DS-5, DS-6, DS-7

Denial of service P-1, P-2, P-3, P-4, P-5, P-6, P-7, P-10, P-14, P-16, P-17, P-18, P-19, P-20, P-21, P-22,
DF-1, DF-5, DF-9, DF-10, DF-12, DF-13

Elevation of privilege P-1, P-2, P-3, P-4, P-5, P-6, P-7, P-8, P-14, P-16
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4.4.2 | Tampering

Tampering is a highly dangerous attack, but it is difficult
to detect as it can easily manipulate a controller to
perform unsafe actions. So far, the DCS protocol has not
been disclosed to the public. This difficulty of under-
standing the protocol makes it difficult to detect manipu-
lated values.

First, we examine tampering attacks on the write
action. Similar to DF-3 and DF-9, certain attack methods
modify and send set points from the OWS. Another way is
to tamper with the final set-point value that the controller
sends to the actuator (DF-11). From the attacker’s point of
view, access to the OWS is considerably better than acces-
sing the controller. However, the probability of detection
by security solutions is relatively high when the set-point
value is tampered from the OWS. Next, we analyze tam-
pering attacks on the read action. If an attacker manipu-
lates visualized graphic and field information (DF-2 and
DF-6), an operator can misjudge by monitoring the tam-
pered information (DF-10) and lead to faulty process oper-
ation. For example, a normal production process can be
recognized as abnormal, and the set point can be adjusted.
In contrast, as seen in Stuxnet and BlackEnergy 3, tam-
pered information can be transmitted to the operators to
make an abnormal production process appear normal.

4.4.3 | Repudiation

Nonrepudiation can be resolved by storing logs in the OS
and applications of a DCS. The security log of a DCS OS
is not large, averaging between 30 and 50 MB per day,
although it slightly differs between products of DCS
makers. Logs stored in a DCS are utilized for detection
and response in cybersecurity incidents rather than
cyberattack prevention. Generally, a DCS stores process
operation logs. However, most refineries are still operat-
ing without system security log settings due to concerns
about delays in actual operation. Consequently, the
causes of cybersecurity incidents are difficult to analyze.
Even with stored security logs, most refineries are not
configured to analyze real-time logs through links with
security information and event management. Therefore,
such logs are merely used in incident response.

4.4.4 | Information disclosure

Most refinery technologies are purchased from licensors.
Thus, information disclosure by attacks in refinery envi-
ronments is not risky themselves directly. However, the
credential information stored in the AD (DS1), the

process operation information transmitted to the histo-
rian (DS7), and optimal operation information (DS2,
DS3, and DS5) must be protected from leakage. In partic-
ular, exposed system configuration (DS5) and credential
information (DS1) can be used by attackers in more
sophisticated attacks. Processes are especially vulnerable
to information attacks (P4, P7, P11, P12, and P19). None-
theless, data cannot be leaked through sniffing in a DCS
network, according to a test in a production environ-
ment, because DCSs use vendor-specific protocols.

4.4.5 | Denial of service (DoS)

DoS attacks interrupt or interfere with regular operations
by generating excessive traffic in a DCS network or
exhausting system resources by calling a specific DCS
process. Most of the components that constitute a DCS
are vulnerable to DoS attacks. Hence, due to DoS attacks,
commands cannot be transmitted to the controller on
time, thus delaying actuator operation or causing
problems where operation information is not normally
displayed on the OWS dashboard.

When we conduct a DoS attack experiment in a fac-
tory acceptance test environment, the stage before a DCS
is installed in a production environment, ARP-, IP-, and
TCP/UDP-based DoS attacks succeed because the DCS
components are operated using TCP/IP-based protocols.
In addition, security solutions capable of detecting DoS
attacks are not installed in DCS networks in most cases.
Therefore, in reality, DoS attacks have a significant
impact on the normal operation of a DCS, and DoS attack
detection and response are challenging.

4.4.6 | Elevation of privilege

Elevation of privilege means a user with normal
authority manages to perform an action that requires
privilege. Most DCSs are managed based on ADs for
integrated management of distributed systems. Because
an AD stores the credentials of all components (DS1)
constituting the DCS, an attacker aims to obtain the AD
administrator’s authority. After the attackers steal the
administrator’s authority, they can create a new account,
remotely access other components and manipulate infor-
mation, or destroy the system.

Table 5 summarizes threat analysis using the
STRIDE-per-interaction methodology considering all
interactions occurring in one production unit of a refin-
ery. The table shows three main types of interactions:
command messages (P3 and P6), data messages (P2 and
P10), and authentication messages (P1 and P4). Different
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interactions are vulnerable to various STRIDE threats.
For example, command and authentication messages are
vulnerable to all STRIDE threats, whereas data messages
are vulnerable only to spoofing, tampering, and DoS.

4.5 | Document threats

Documentation of threats (Step 5 in Figure 1) aims to
identify as many potential threats as possible without
omitting elements. An attack library is needed to perform
a complete analysis of the threats identified using the
DFDs in Section 4.4. However, it is difficult to know what
and how an attacker is compromising just with the iden-
tified threats. Therefore, an attack scenario must be
derived to know the attacker’s final goal.

To this end, we use an attack tree. The goal of an
attack tree is set to be refinery operation shutdown
(Figure 6). The threats used in actual ICS incidents
(Section 5) are utilized as attack libraries and created
based on them.

4.6 | Rate threats

The rating of threats (Step 6 in Figure 1) aims to priori-
tize threats that require quick action due to high risks.
When various threats are identified from an attack tree,
it is difficult to remove all of them simultaneously due to
the limited resources available for threat management.
Risk assessment should be performed to determine the

threats to be managed first. A common risk assessment
method involves evaluating the likelihood and impact of
threats. In this research, we use the DREAD model to
evaluate risk [34].

DREAD is a risk rating method, and its name stands
for five evaluation categories: damage, reproducibility,
exploitability, affected users, and discoverability. Damage
is the degree of damage in the dangerous scenario. Repro-
ducibility refers to the reproducibility of the risk scenario.
Exploitability indicates the possibility of attacking code
attacks in the risk scenario. Affected users denote the
extent to which people are affected by the risk scenario.
Discoverability represents the degree of discoverability of
the risk scenarios. Each category is rated 1 to 3 points
(3 for high severity, 2 for medium severity, and 1 for low
severity), with 15 points indicating the worst risk
(Table 6).

TAB L E 5 Threat modeling using STRIDE-per-interaction methodology

Interaction S T R I D E

EE1 to P1: Login info X X X X X X

P2 to EE1: Operation info X X X

EE1 to P3: SetPoint X X X X X X

EE2 to P6: Parameter X X X X

P4 to P1: Auth. Token X X X X X X

DS3 to P2: Operation info X X X X

P6 to P7 or P6 to DS3 or P6 to DS5:
Parameter, Graphic

X X X X

DS5 to P10: Operation info. X X X X

P3 to DS5: SetPoint X X X X X

P6 to P15: Controlled Value X X X X X

P16 to P14: Controlled Value X X X X X

D12 to P18: SetPoint X X X X X

DS3 to P19: Tag info. X X X X

DS4 to P20: Tag info. X X X X

F I GURE 6 Attack Tree for distributed control systems (DCS)
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4.7 | Plan mitigation strategies

The final step (Step 7 in Figure 1) is to plan mitigation
strategies. Risk mitigation involves selecting items that
require urgent action (that is, the high-risk threats identi-
fied in Step 6) and prioritizing activities considering the
cost and difficulty of the measures needed to mitigate the
risk and conduct, if any, compliance requirement.

While a general IT system has a life cycle of five to
seven years, an ICS usually lasts 15–20 years. In outdated
ICSs, security patches are no longer provided after ven-
dors’ technical support ends, and security solutions and
patches are difficult to install due to insufficient system
resources. It is significantly challenging to ensure avail-
ability by securing ICSs under these limitations. First,
considering the limitations and characteristics of ICSs,
standard security management frameworks suitable for
refinery DCS environments, such as the NIST cybersecu-
rity framework and the oil and gas cybersecurity capabil-
ity maturity model (ONG C2M2) [23, 35], are applied to
improve security maturity at the refinery level. Second,
common cyber threats, such as email phishing and USB-
based malicious code infection, can be addressed by
applying whitelist-based application control with mini-
mal resource usage instead of updating antivirus engines
or installing security patches. Third, we establish a
detection-oriented passive security system that increases
visibility by identifying assets in the DCS network and
detecting abnormal activities, rather than an active secu-
rity system, which runs the risk of process interruption
with blocking due to false positives. Fourth, next-
generation firewall is installed for network perimeter
security to maintain the advantages of network isolation.
In addition, an intrusion detection system (IDS) can be
managed and monitored in an integrated manner to
understand industrial control protocols and strengthen
security for all DCS components. Finally, the DCSs cur-
rently in production are operated securely by minimizing

changes. In the construction of new DCSs or replacement
of obsolete systems, it is necessary to analyze the security
requirements from the requirement analysis stage and to
design and configure the system safely.

5 | CASE STUDY

Cyberattacks targeting ICSs are becoming increasingly
frequent, intelligent, and sophisticated. In this study, we
study three significant cybersecurity incidents targeting
ICSs and identify the threats utilized in each attack.

5.1 | Stuxnet

Stuxnet is the first case to make people aware about the
need for ICS security. Discovered in 2010, this malware
significantly damaged the centrifuges used for separating
nuclear material in Iranian facilities and was the first to
be infected via USB media. Unlike most malware, Stux-
net targeted vulnerable ICSs running WinCC/Step 7 con-
trol software; this software is usually adopted to program
specific Siemens PLCs, which are used widely in facto-
ries, refineries, and power plants. Stuxnet replaces an
original .dll file with a malicious .dll file. This malicious
file monitors and intercepts all communication between
PCs and PLCs. Stuxnet injects its own code into PLCs in
a manner undetectable by operators [36].

5.2 | BlackEnergy 3

BlackEnergy 3 is the first known successful cyberattack
on a power grid. On December 23, 2015, attackers com-
promised three energy distribution companies in
Ukraine. Conducted within minutes, the cyberattacks tar-
geted 30 substations (seven 110 kv substations and
23 35 kv substations), resulting in power outages affect-
ing approximately 225 000 customers for a few hours.

The attack path and technologies of BlackEnergy
3 were as follows: (i) The attacker accessed the business
network through spear phishing. (ii) Through reconnais-
sance activities in the business network, the attacker
obtained credentials and VPNs connected to the ICS net-
work and successfully accessed the ICS network. (iii) The
attacker sent commands directly from a remote station
similar to an operator HMI using existing remote access
tools. (iv) The attacker uploaded malicious firmware to
serial-to-Ethernet gateway devices. (v) The attacker exe-
cuted a modified KillDisk to erase the master boot record
and system logs. (vi) To delay recovery, the attacker shut
down the uninterrupted power systems and launched

TAB L E 6 DREAD threat rating results

Threats D R E A D Sum

Phishing email 3 3 3 3 3 15

Removable media 3 3 3 3 3 15

Malware infection 3 3 3 3 3 15

Exploit using vulnerabilities 3 2 2 3 3 13

Denial of Service 3 3 2 3 1 12

Acquire privilege on the WKS 3 1 1 2 2 9

Transport manipulated data 3 1 1 1 1 7

Destruct DCS controller 3 1 1 1 1 7

Abbreviation: DCS, distributed control system.
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DoS attacks on the call centers to block incoming calls
from customers [37, 38].

5.3 | Triton

Triton is the first cyberattack targeting an SIS. In
December 2017, a petrochemical plant in Saudi Arabia
encountered an SIS shutdown caused by the malware
Triton. The SIS is the last line of automated safety defense
in an industrial facility, and it is designed to prevent
equipment failure and catastrophic incidents, such as
explosion or fire. An attack targeting an SIS can be directly
linked to human life. Thus, the significance of the Triton
attack case differentiates it from existing attack cases.

The attack path and technologies of Triton were as
follows: (i) The attack began with a breach of the IT net-
work. (ii) The attacker accessed the OT network using a
misconfiguration of a firewall located between the IT and
OT networks. (iii) The attacker injected the malware into
the EWS of the SIS, which was operated in an isolated
network. (iv) The attacker obtained SIS information and
reprogrammed the Triconex SIS controller from Schnei-
der Electric. The final stage of the attack failed, and the
attack was unsuccessful [39].

6 | CONCLUSION

This study examines threat modeling for ICSs, which are
becoming increasingly important as a primary target of
cyber warfare. Attackers are particularly targeting DCSs,
which are vital for refinery operations. DCSs have been
operated safely in isolated networks for a long time.
However, the increase in connectivity between DCSs and
the internet and corporate networks due to recent envi-
ronmental changes has worsened cybersecurity threats to
DCSs. In addition, successful attacks cause chain effects
leading to serious social disruption, becoming the target
of more attackers.

To respond to these threats and increasing threat
sources effectively, we leverage a STRIDE-and-DREAD-
based threat modeling methodology for DCSs in refiner-
ies to proactively detect and improve identified threats
and respond quickly to incidents. We decompose a DCS
into its major components based on our work experience
as cybersecurity specialists in a refinery. Then, we derive
threats arising from the interactions between compo-
nents and threats arising from elements. Using case stud-
ies of attacks targeting ICSs, we verify the effectiveness of
threat identification by the STRIDE methodology. Not all
identified threats can be eliminated, as enterprises have
limited resources. Therefore, in this study, we use the

DREAD methodology to evaluate the risk levels of threats
and follow this evaluation in formulating a strategic risk
mitigation plan. Risk evaluation allows companies to
make cost-effective security investments. This research
recommends effective risk mitigation measures based on
experience in real production environments.

Enterprises have difficulties performing active
defense and response for ICSs due to the priority of
ensuring availability. This problem requires a passive
method of monitoring-oriented response, but it is also
challenging to detect attacks in this scenario due to the
proprietary network protocols of vendors. However, the
variability in network usage used by an ICS does not
change significantly compared with the network usage
variability of an IT system. Because ML and AI technolo-
gies can distinguish abnormality and normality without
understanding protocol specifications, they can detect
specific attacks and analyze abnormal behavior. There-
fore, an IDS model using ML and AI should be an effec-
tive research prospect for immediate application to the
production environment.
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