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Abstract

Many countries around the world using ICT technologies have various technologies to keep pace with the
4th industrial revolution, and various algorithms and systems have been developed accordingly. Among them,
many industries and researchers are investing in unmanned automation systems based on Al. At the time when
new technology development and algorithms are developed, decision-making by big data analysis applied to
Al systems must be equipped with more sophistication. We apply, Pearson's correlation analysis is applied to
six independent variables to find out the job satisfaction that office workers feel according to their job
characteristics. First, a correlation coefficient is obtained to find out the degree of correlation for each
variable. Second, the presence or absence of correlation for each data is verified through hypothesis testing.
Third, after visualization processing using the size of the correlation coefficient, the degree of correlation
between data is investigated. Fourth, the degree of correlation between variables will be verified based on the
correlation coefficient obtained through the experiment and the results of the hypothesis test
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1. Introduction

The 4th Industrial Revolution was discussed at the WER(World Economic Forum) in 2016, and so far, many
places using ICT technologies around the world have possessed various technologies in line with the 4th
Industrial Revolution. Based on the network, studies have been conducted to explore major technologies
through centrality and keyword group analysis, and to improve educational performance by analyzing the
learning trends related to self-regulated learning of adult learners using CNN technology in Korea [1,2]. In
addition, various algorithms and systems have been developed. A study was conducted to apply the AHP
(Analytic Hierarchy Process) to experts in the agricultural R&D field in Korea [3]. At this point, the decision-
making by BDA(Big Data Analysis) applied to the Al system should be equipped with more and more
sophistication. In the convergence of Al technology and IT technology, studies such as content reproduction
system, household waste monitoring system, emotional analysis-based psychological counseling Al chatbot,
etc. were conducted in Korea [4-6]. PCA(Principal component analysis) using BDA, technology marketing
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application, direction of change of fintech service model, APT attack precursor analysis were conducted and
AR tourism recommendation system based on character and tourism preference in Korea [7-12]. In order to
make a decision with high precision and reliability, accurate classification and accurate prediction of data must
be accompanied, and whether there is a relationship between the data and check the correlation.

For sophisticated decision making, first, data classification belongs to DA(Data Mining) among
ML(Machine Learning), and DA(Discriminant Analysis) and classification based on data By applying
CA(Classification Analysis), effective data classification is possible. Research has been conducted on the
learning process of ML, SR(Speech Recognition), CV(Computer Vision), and DLA(Designing Learning
Algorithms) routinely used in commercial systems for a variety of other tasks in USA [13-15]. Various studies
were conducted in DM, such as establishing a win-loss prediction model for Korean professional baseball
using DT(Decision Trees) in Korea [16]. There are also studies suggesting that data collection and data
preposition are very important in DM in Australia [17]. For LDA(Linear Discriminant Analysis), LASSO
RA(Regression Analysis) was used to effectively select variables in a situation with a small number of
variables, and a study to find out what characteristics adolescents fell into game addiction was conducted in
Korea [18,19]. Second, if PA(Predictive analysis) using RA is performed based on data, predicted results for
the future can be obtained from the past and present. However, even in PA, if the data is not properly classified,
the value obtained by PA is also unreliable. In PA, a study was conducted to predict the probability of fire
occurrence when weather conditions are given using a DT in Korea [20]. Third, if the original meaning of the
data classification and prediction data mentioned above is changed due to the relationship between the data,
the original meaning of the data will also change. In order to remove these insecure factors, CA(Correlation
Analysis), which can measure the degree of correlation between data, should be performed before data analysis
to determine the degree of correlation between data. In the CA, CA on the synchronization phenomenon of the
global stock market, CA between two sets, and cluster standard CA for joint dimension reduction were studied
in Korea and Netherlands and USA[21-23].

In this study, before proceeding with various analyzes using the analysis data, we try to find out whether
it is possible to extract statistical values suitable for the purpose of analysis from the analysis data. In the
research method, CA is applied to six independent variables to find out the job satisfaction that office workers
feel according to their job characteristics. There are 327 data, and we examine how each variable relates to
each other. First, we examine the overall data structure for each variable. Second, a CC(Correlation Coefficient)
is obtained to find out the degree of correlation with each other for each of the six pieces of data. Third, the
presence or absence of correlation for each data is verified through hypothesis testing. Fourth, the degree of
correlation between data will be analyzed after visualization processing using the size of the CC. Fifth, the
degree of correlation between variables will be verified based on the CC obtained through the experiment and
the results of hypothesis testing. This is a pre-processing process that must be performed before analyzing data
and extracting the results, and it is an analysis step to derive sophisticated and reliable BDA results.

2. Correlation Analysis

CA is an analysis technique for examining the degree of relationship between variables. Correlation refers
to the relationship between variables, and the index indicating the extent to which a change in one variable
affects other variables is called CC. Therefore, CA shows the degree of correlation between variables, not
causality.
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2.1 Pearson’s CA Definition

There are two types of CA: Pearson CA and Spearman CA. Pearson and Spearman are determined
according to the scale of the two variables participating in the analysis. As shown in Figure 1, When
performing CA, the analysis model should be set. At this time, the analysis model changes depending on the
characteristics of the data to be analyzed. The characteristics of data are information possessed by the data,
meaning a unique value, and there are nominal, sequence, interval, and ratio scales. (Figure 1) shows the
variable relationship of Pearson's CA.

Veriable-1 Veriable-2
Interval scale “ Interval scale
Ratio scale Ratio scale

Figure 1. Variable relationship in Pearson's CA

In general, CA, which analyzes the relationship between variables rather than a causal relationship based on
the temporal priority of two variables, requires that both the independent variable and the dependent variable be
above the order scale.

2.2 Pearson’s CA

Pearson's CA is most commonly used to determine the relationship between variables using continuous
data. This method is suitable when the data have normality. In general, when two variables are above the
interval scale, the degree of linear relationship is expressed using Pearson's CA. Figure 3 is Pearson's CC
representing the relationship between variables, and shows the value and direction according to the degree of
linearity. As shown in Figure 2, it shows the linear relationship of data according to the degree of Pearson's
CC. The determination of the shape according to the linear relationship is determined depending on whether
the relationship between the variables is in a positive (+) direction or a negative (-) direction based on 0. Also,
the distribution of the linear relationship is determined by the size of the Pearson's CC.
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Figure 2. Pearson CC figure

2.3 Pearson CA Steps
In Pearson's CA stage, the 'CC range' indicates the degree of relationship between variables, 'covariance' to
determine whether the relationship between two variables is linear, and 'significance test' for hypothesis testing.
The CC has a value from -1 to +1, and the meaning is as shown in Table 2. As shown in Table 2, the CC(r)
hasavalue of -1to +1(—1 <r < +1) and the interpretation of the analyzed result is different depending on
whether it is close to -1 or +1. The closer it is to -1, the more it is interpreted as a negative factor, and the closer
it is to +1, the more it is interpreted as a positive factor. Also, depending on the degree of the CC, it can be
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called a weak relationship, a clear relationship, or a strong relationship. If the CC is 0, it means that there is no
correlation between the variables. (Figure 2) shows a linear plot drawn by the CC values in Table 1.

Table 1. Meaning of Pearson's CC

CC range mean

if -1 < r <-0.7 strong negative linear relationship
if -0.7 < r < -0.3 distinct negative linear relationship
if -0.3 < r < -0.1 weak negative linear relationship
if -0.1 < r < +0.1 negligible linear relationship
if +0.1 < r < +0.3 weak positive linear relationship
if +0.3 < r < +0.7 distinct positive linear relationship
if +0.7 < r < +1 strong positive linear relationship

3. Experiments

3.1 Experimental method

In this study, among the CA methods, Pearson's CA method was used to investigate the degree of
relationship for employee's job satisfaction. The data collection was obtained by conducting a survey, and the
guestionnaire was used for analysis by setting up 6 independent variables to improve the job satisfaction of
office workers. The total number of data used for analysis is 327 data. As an experimental method, the tool
used for analysis was coded with R program version 4.2.1 in Windows 10 environment and tested. Pearson's
CA can be used only when the data type of two variables for which to check the linear relationship between
variables is continuous data. As shown in Figure 3, this is the data for examining the correlation between
variables for job satisfaction. Before proceeding with correlation analysis, using R programming technique,
based on the data used in the experiment, the number of independent variables and the total number of data
were investigated. If you show all the data, the image will get bigger, so | will show only a part of it. Figure 3
is a part of 327 data used for CA, and the file format is (*.csv) file.
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A ] L= o £ F

1 |profession accountak accomplis satisfactioncommitme action
2 6.25 & 525 & 6 4
3 4.5 5.5 5.25 48 4 4
4 4.5 B.25 & 5.2 7 5
] 6.5 6.5 & 8 35 4
& 3.75 5 5 48 4333333 3333333
=] 5 5.35 475 4 4666667 : 4
323 425 425 475 3.6 5666667 4
324 475 5.5 475 3.6 5666667 4.333333
325 4.3 N 3 4 4.333333 3
326 4.3 & 4.3 24 35.333333 3
327 5 675 7 6 5833333 4
328 4 4 4 38 3333333 3

Figure 3. Job satisfaction data (327)

3.2 Data Analysis model
In order to analyze data using Pearson's CA, it is recommended to set up a data analysis model first and
then analyze it. As shown in Figure 6, a data analysis model should be established. This is because if analysis
is performed without a data analysis model, the form of data may be incorrectly used. In addition, it is necessary
to determine whether the characteristics of the data to be set are categorical data or continuous data. This is
because, depending on the characteristics of the data, Pearson CA or Spearman CA is determined. (Figure 4)
shows the data analysis model of Pearson's CA. Variable 1 and Variable 2 are both continuous data.

Veriable-1 Veriable-2
accountability “ commitment
accomplishment action

Figure 4. Data analysis model

The data analysis model procedure is as follows. First, the data characteristics for the variables should be
continuous. Second, DS(Descriptive Statistics) are performed to find out the data characteristics according to
each variable. Third, Covariance analysis is performed to determine the influence between variables, and
correlation is identified through CC. Fourth, CA is performed on variables with continuous data characteristics.
Fifth, the results of Pearson's CA are visualized according to CC, and the conclusions are drawn by plotting
the results of hypothesis testing through significance tests between variables.

3.3 DS Analysis
DS is an analysis technique that enables quick diagnosis of data interpretation for all data, and calculates
and shows representative values for each variable. Representative values include average, median, maximum,
minimum, minimum, and number of data.

3.3.1 Data structure by DS
In each command, str shows the number of data used in the analysis and some of the values each variable
has, showing that the structure of the data is 'data frame', and the total number of data is 327 with six variables.
As shown in Figure 5, as a result of the R programming technique, each of the 6 variables consists of 327 data,
but only the data located in the front of each variable is shown. The str(p) function is a command that displays
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the structure in an easy-to-understand manner, and the structure can be identified by the str(p) function without
checking the entire data. (Figure 5) shows the data structure by DS analysis.

> strip)
"data.frame’: 327 obs. of & variables:
¢ professionalism: num 6.25 4.5 4.5 6.5 3.75 5.5 4.25 4.75 4.75 7
$ accountability : num 6 5.5 6.25 6.5 56 54.25 6.757
$ accomplishment : num 6.25 5.25 6 6 5 5.54.754.567
§ satisfaction : num 6 4.8 6.2 5.8 4.84 4,84.2 5.2 5.6
¢ commitment cnum 64 7 3.5 4.33 .
¢ action cnum 4 4 54 3.33

Figure 5. Data structure

As shown in Figure 6, summary information about the entire data is displayed using the R programming
technique. summary(p) shows the average value, median value, lower 25% value, upper 25% value, maximum
value, and minimum value as summary information for each of the six variables. The mean of each of the six
variables is professionalism (5.052), responsibility (5.468), achievement (5.342), job satisfaction (4.725),
organizational commitment (4.910), and job satisfaction (3.856). It can be seen that the score scale for each
item is on a 5-point scale only for job satisfaction, and all other variables are on a 7-point scale. (Figure 6)
shows summary information by DS analysis.

> summary(p)

professionalism accountability accomplishment satisfaction  commitment action
Min, 11750 Min. 2,750 win. :2.750 Min, 2,000 Min.  :1.500  Min. 2,000
15t Qu.:4.250 1st Qu.:5.000 1st qQu.:4.750 1st Qu.:4.000 1st qQu.:4.083 1st qQu.:3.667
Median :5.000 Median :5.500 WMedian :5.500 Median :4.800 Median :5.000 Median :4.000
Mean :5.052 Mean :5.468 Mean :5.342 Mean 4,725 Mean :4.910 Mean :3.850
Ird Qu.:6.000 3rd Qu.:6.000 3rd Qu.:6.000 3rd Qu.:5.400 3rd Qu.:5.750  3rd qu.:4.000
Max. :7.000 wmax. :7.000 wMax. 7,000 wMax. :7.000 Max. 7,000 Max. :5.000

Figure 6. Data summary

As shown in Figure 7, the data distribution of the front part and the back part is shown for the entire data
using the R programming technique. The distribution of the entire data can be inferred by examining some
data distributions for the front and rear parts of the entire data.In addition, the number of data to be investigated
can be changed using the R program.

The head() function shows the number of data according to the setting from the top data based on each
variable value. The number of data depends on the factor value of the set function, but if there is no value, five
data are shown. The tail() function is the same function as the head() function, but the criteria for the data to
be shown are applied from the bottom. (Figure 7) shows the upper and lower data by the head() and tail()
functions.
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> head(p)
professionalism accountability accomplishment satisfaction commitment  action
1 6.25 6.00 6.25 6.0 6.000000 4.000000
2 4,50 5.50 5.253 4.8 4.000000 4.000000
3 4,50 6.25% 6. 00 6.2 7.000000 5.000000
4 6. 50 6.50 6.00 5.8  3.500000 4.000000
5 3.75 5.00 5.00 4.8 4.333333 3.333333
6 5.50 6.00 5.50 4.0 4.333333 3.000000
> tail(p)
professionalism accountability accomplishment satisfaction commitment actien
322 4.25 4.25 4.75 3.6 5.666667 4.000000
323 4.75 5.50 4.75 3.6 5.666667 4.333333
324 4,50 5.75 5.00 4,0 4,333333 3.000000
325 4.50 6.00 4,50 5.4 5.333333 3.000000
326 5.00 6.75 7.00 6.0 6.833333 4.000000
327 4.00 4.00 4.00 3.8 3.333333 3.000000
Figure 7. Result of head(), tail() function
3.4 CA Result

3.4.1 CC Extraction

CC are extracted to find out what kind of relationship the six variables to be subjected to CA have with
each other. The degree of relationship between two variables can be defined based on the extracted CC. (Figure
8) shows that the CC is extracted.

As shown in Figure 8, CC were obtained for each variable using the R programming technique. What kind
of relationship each variable has with other variables and, if so, how much relationship they have with each
other, can be known through the CC. As a result of the analysis, the CC of all variables were above 0.30,
indicating that there is a clear positive correlation. As such, it can be said that the correlation increases as the
magnitude of the CC is greater than 0.70 or closer to +1. Since the diagonal information is each variable itself,
we get 1.0.

> Cor_p
professionalism accountability accomplishment satisfaction commitment  action
professionalism 1.0000000 0.6597096 0.6208878  0.3745572 0.3366143 0,3950411

accountability 0.6597096 1.0000000 0.7276348  0.4676185 0.4103792 0.4991189
accomplishment 0.6208878 0.7276348 1.0000000  0.5194062 0.4432512 0.5061232
satisfaction 0.3745572 0.4676185 0.5194062  1.0000000 0.6573291 0.2908027
commitmant 0.3366143 0.4103792 0.4432512  0.6573291 1.0000000 0.3048332
action 0.3950411 0.4991189 0.5061232  0.2908027 0.3048332 1.0000000

Figure 8. CC extraction

3.4.2 Probability of significance between variables

To find out which of the six independent variables used in the CA has an influence on job satisfaction, the
significance probability values between the variables are extracted. Based on the extracted significance
probability value, it is possible to evaluate whether there is an influence or not. (Figure 9) shows the extracted
significance values between variables.

As shown in Figure 9, it can be seen whether each variable that can affect job satisfaction actually has an
influence. Each variable is linked to job satisfaction (action) and is expressed by the p-value as a result of the
analysis. From the top of Figure 14, they are 1.169e-13, 2.2e-16, 2.2e-16, 8.572e-08, and 1.848e-08.

In the analysis result of (Fig. 9), the significance probability p value between the variables was found to be
less than 0.05. This proves that there is a significant correlation between job satisfaction and other variables.
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The cor value representing the CC was also greater than 0.3, indicating a clear positive correlation.

> cor.test{action, professionalism) » cor.test(action, accoumtability)
pearson’s product-moment correlation Pearson’s product-moment correlation
data: action and professionalism data: action and accountability
T = 7.7522, df = 325, p-value = 1.16%9e-13 t = 10.384, df = 325, p-value < 2.2Ze-16
alternative hypothesis: true correlation is mot equal to 0 | alternative hypothesis: true correlation is not equal to O
95 percent confidence interval: 95 percent confidence interval:
0.2994110 0.4B828133 0.413018%5 0.5763761
sample estimates: sample estimates:
caor cor
0.3950411 0.49911389
» cor.test{action, accomplishment) » cor.testlaction, satisfaction)
Pearzon's product-moment correlation Pearson’s product-moment correlation
data: action and accomplishment data: action and satisfaction
t = 10.579, df = 325, p-value < 2.2e-16 T = 5.4793, df = 325, p-value = B.372e-08
alternative hypothesis: true correlation is not equal to 0 |alternative hypothesis: true correlation is not equal to O
95 percent confidence interval: 95 percent confidence interval:
0.4207617 0.35826009 0.18B2B26 0.38B70336
sample estimates: sample estimares:
cor cor
0.50861232 0.290B027
cor.testaction, commitment)
Pearson’s product-moment correlation
dara: acrion and commitsent
T = 5.7701, df = 325, p-value = 1.848e-08
alternative hypothesis: true correlation is not equal to O
95 percent confidence interval:
0.2030891 0.4000650
sample estimates:
cor
0.3048332

Figure 9. Extraction of significance values between variables

3.4.3 Visualization according to CC

Through CA, the correlation between two variables can be confirmed as numerical data, but it is difficult
to visually confirm the extent of the relationship. In order to visually check the numerical data like this, it is
easy to understand by using the visualization in the form of a graph. Visualization according to the CC can be
expressed as a scatter plot using a point distribution and a distribution chart using the color density. At this
time, it is necessary to carefully determine whether the linear relationship between the variables is linear in the
clockwise direction or linear in the counterclockwise direction. If it is linear in a clockwise direction, it means
a positive linear relationship, and if it is linear in a counterclockwise direction, it indicates a negative linear
relationship. A positive linear relationship is interpreted as a positive aspect, and a negative linear relationship
is interpreted as a negative aspect. (Figure 10) shows the correlation between two variables as a scatter plot. If
you look at each scatterplot, you can see in which direction it is linear.
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Figure 10. Scatter plot according to CC

As shown in Figure 10, the visualization shows a linear relationship between all variables. The degree of
strength or weakness of a linear relationship can be checked depending on whether it is linear or not, so visually
check how large the CC is. Each of the six variables showed a linear relationship using a scatterplot according
to the magnitude of the CC obtained earlier. The smaller the size of the CC, the farther it is from the diagonal
component (weaker influence), and the larger the size of the CC, the closer it is to the diagonal component
(strong influence).

As shown in Figure 11, the linear relationship of all variables is expressed using the original distribution
plot. Another visualization for examining the correlation between two variables is visualization using color
intensity. (Figure 11) is a visualization that shows correlation using color density. Looking at the visualization
results in (Figure 11), it indicates that the larger the circle size and the darker the color, the greater the
correlation between the two variables. In the results, it can be seen through visualization that there is a strong
correlation between professionalism and a sense of responsibility and achievement, and that there is a clear
correlation between job satisfaction and organizational commitment.
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Figure 11. Distribution chart according to color density

As shown in Figure 21, CC for each variable were obtained through Pearson's CA, and what kind of
influence each other had was shown using a chart. Looking at the results of Pearson's CA, the correlation
between all variables showed a p-value of less than 0.05, so the null hypothesis that there is no correlation
between each variable was rejected and the alternative hypothesis was adopted. Therefore, by adopting the
alternative hypothesis that there is at least one correlation between each variable, it was found through the
experiment that the six variables of job satisfaction had a relationship with each other and had an effect on job
satisfaction. (Figure 12) is a diagram of the CC between two variables.

professionalism  accountability accomplishment satisfaction commitment action

professionalism

accountability 0.660

accomplishment 0621 0.728

satisfaction 0.375 0.468 0.5219

commitment 0.337 0.410 0.443 0.657

action 0.395 0.499 0.306 0.291 0.305

Computed correlation used pearson-method with pairwise-deletion.

Figure 12. CC plotting
4, Conclusion

This study tries to find out whether it is possible to extract statistical values suitable for the purpose of
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analysis from the analysis data before proceeding with various analyzes using the analysis data. We apply to
as for the research method, 6 variables were set and 327 data were used to find out the job satisfaction of office
workers. In order to find out what kind of relationship each independent variable has with each other's job
satisfaction, we experimented with CA. As a result of the experiment, it was proved that the six independent
variables showed a linear relationship with each other and had a clear correlation.

We are, among the six independent variables for job satisfaction, a high CC was found in professionalism,
responsibility, and sense of achievement. Among them, the relationship between achievement and
responsibility has the highest CC, indicating that there is a strong correlation. In the future, we plan to conduct
additional CA on how the difference in job satisfaction occurs between men and women. In addition, we plan
to conduct various satisfaction surveys using CA, and in addition, analyzes such as “Why did the difference
occur?” and “What if there is a causal relationship?”” will be continued using various analysis methods.
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