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Summary 
With the collection of huge volumes of text, image, audio, video 
or combinations of these, in a word multimedia data, the need to 
explore them in order to discover possible new, unexpected and 
possibly valuable information for decision making was born. 
Starting from the already existing data mining, but not as its 
extension, multimedia mining appeared as a distinct field with 
increased complexity and many characteristic aspects. Later, the 
concept of big data was extended to multimedia, resulting in 
multimedia big data, which in turn attracted the multimedia big 
data mining process. This paper aims to survey multimedia data 
mining, starting from the general concept and following the 
transition from multimedia data mining to multimedia big data 
mining, through an up-to-date synthesis of works in the field, 
which is a novelty, from our best of knowledge. 
Keywords: 
multimedia big data, multimedia data, multimedia data mining 

1. Introduction 

Since the emergence of high-performance data 
processing and storage systems, and with the spread of 
online services and mobile technologies, there has been a 
real revolution in multimedia data and their place in the 
field of information technology. 

In many areas such as advertising and marketing, 
medicine, entertainment, education and training, 
surveillance, remote sensing, multimedia plays an 
important role. In addition, the most popular sites such as 
Yahoo, iCloud, YouTube and social networks Twitter, 
Facebook or Instagram combine text with images, video, 
and audio sequences, being valuable sources of 
multimedia data. 

The volume of stored multimedia data is impressive, 
but the lack of methods and tools to analyze them and 
extract information, often hidden, leads to the so called 
“data rich, information poor” (DRIP) phenomenon, which 
assumes that although organizations are rich in data, they 
cannot produce valuable information that can give them a 
competitive advantage. 

So, with such a rich content of multimedia data, there 
is a need for continuous development of the methods such 
as, processing, modeling, extracting, organizing and 
indexing this data for searching, retrieving, delivering, 

efficiently managing and sharing information from 
multimedia content, according to the requirements of 
every field. 

The solution to these problems is Knowledge 
Discovery in Data (KDD) systems, dedicated in this case 
to multimedia data. The central step in this complex 
process of KDD aims to build patterns through multimedia 
data mining algorithms, briefly named multimedia mining. 

Multimedia mining uses data mining methods and 
techniques adapted to the multimedia data characteristics: 
large volumes, variability, complexity, and heterogeneity. 
For this reason, it has a much greater complexity 
compared to data mining.  

Subjectivism is the most important feature for 
understanding multimedia content. Multimedia mining is 
more than an extension of data mining, it is an 
interdisciplinary activity based on multimedia previewing, 
processing and retrieval, machine learning and artificial 
intelligence. 

As we stated earlier, the explosive development at 
relatively low cost of modern technologies has led to 
people spending consistent time on the internet and social 
networks sharing information and creating multimedia 
data [1]. The technological advance materialized in more 
and more sophisticated devices used in medicine, 
education, intelligent process control, etc. it has also 
attracted the ability to generate and store impressive 
volumes of multimedia data. Given that, these data are 
characterized, in addition to volume and a wide variety of 
types and sources, high speed, often volatility can be said, 
without mistake, multimedia data meet the characteristics 
of Big Data [2].  

This paper aims to provide a concise survey of the 
evolution of knowledge discovery in multimedia data, 
from multimedia data mining to multimedia big data 
mining. We started from the general concepts of 
knowledge discovery in data and data mining, which we 
customized in a multimedia context. Beyond this study, 
another element of originality of our work is the period 
considered, and according to our research, there are no 
other such works addressing aspects of this evolution until 
present.  
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The paper is structured in five chapters as follows: 
Section 2 presents a short introduction in KDD and marks 
the position of data mining in this process, Section 3 refers 
to the concept of multimedia mining, and highlighting 
both the characteristics of multimedia data and multimedia 
Big data mining, presents the particularities induced by 
them to the modeling and pattern discovery activity, 
Section 4 shows an evolutive state-of-the art for 
multimedia data mining vs. multimedia Big Data mining 
and Section 5 ends with some conclusion and future work. 
 
2. Knowledge discovery in databases and data 

mining 
 
The need to make the right decisions in an extremely 
dynamic society has led to the need to have a correct, 
consistent and current information support, which involves, 
among other things, finding ways to extract valuable 
information, often hidden, from large data sets. 

Defined as the process of ”identifying valid, novel, 
potentially useful, and understandable patterns in data”, 
Knowledge Discovery in Databases is a complex, iterative 
and interactive process. Although it targets databases as 
the primary source of data, it can be generalized to other 
sources as well [3]. 

The main purpose of research in this field is to 
develop computational methods in order to acquire basic 
and factual knowledge from huge amounts of data.  

KDD is a complex, iterative and interactive process 
that relies on methods and techniques taken and adapted 
from different fields such as databases, statistics, artificial 
intelligence, machine learning and visualization.  

Over time, several models of the KDD process have 
been developed. First of these models is the academic one, 
developed by Fayyad et al., and used in various domains, 
including engineering, medicine, e- business, or software 
development. Fayyad’s model contains nine stages: 
developing and understanding the application domain, 
creating a target data set, data cleaning and pre-processing, 
data reduction and projection, choosing the data mining 
task, choosing the data mining algorithm, data mining, 
interpreting mined patterns and consolidating discovered 
knowledge [4]. 

This was quickly followed by some industrial models. 
The most known, CRISP-DM, was developed by a large 
consortium of European companies and it has become the 
leading industrial model. It is thought of as a succession of 
six steps: business understanding, data understanding, data 
preparation, modeling, evaluation of the model and 
deployment [5]. 
 Fig. 1 presents a conceptual model of the KDD 
process, referring to mainly the stages that involve the 
actual work with the data and their course from raw data to 
knowledge. The data selection phase involves choosing of 
a database or selecting of a subset of    fields or records 

as the data source to be used for  data mining. Adequate 
knowledge and understanding of the field   are the 
foundation for identifying useful data. The quality and 
quantity of raw data are essential elements for a good 
performance of the whole process. 

 
Fig. 1.KDD process conceptual model 

 
The data selection phase involves choosing of a 

database or selecting of a subset of fields or records as the 
data source to be used for data mining. Adequate 
knowledge and understanding of the field are the 
foundation for identifying useful data. The quality and 
quantity of raw data are essential elements for a good 
performance of the whole process. 

The preprocessing stage is dedicated, on the one hand, 
to finding the important characteristics from the raw data 
and, on the other hand, to bringing data in the suitable 
forms for the application of data mining algorithms, and it 
involves operations such as: integrating data from different 
sources, the choose of the most appropriate ways for 
representing or coding certain data or reducing the data 
sets dimensionalities. 

Data cleaning eliminates data noise or solves the 
missing values problems. When there are large differences 
between the maximum and minimum values of the data, 
normalization has the role of reducing this values range. 

Data transformation can take various forms. The 
most common are aimed at either dividing a field into 
several features or merging several fields. In both 
situations the result is the construction of a new feature 
that can have a stronger semantic value and can allow the 
generation of knowledge with increased semantic 
significance. 

The processing of large data sets requires the 
development of efficient and robust algorithms. New 
technologies in the domain of databases must also be 
developed and discovered for the interactive, optimal and 
easy exploration of data but also for the discovery of 
knowledge. The rapid and steady growth of data is a 
challenge for their analysis and is based on models with a 
high level of complexity. But frequently, used data mining 
techniques are not effective for large data and for this 
reason we are constantly looking for solutions to reduce 
their size and dimensionality.  

The dataset dimensionality is reduced by filtering or 
sampling, by feature selection and composition, or by 
feature extraction and, as result, the modelling process is 
faster and more efficient [8]. Feature selection aims to 
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reduce a dataset dimensionality by identifying and 
removing as much irrelevant and redundant features as 
possible with respect to the task to be executed. 

This could be a fully automatic process, and it often 
brings more benefits for data mining, such as: improved 
predictive accuracy, and reduced execution time for 
algorithms. There are two broad categories of feature 
selection methods – filters and wrappers [8]. 

The simplest approaches to feature selection are 
filters, known as open loop feature selection methods. 
Performing features selection through class separability 
criteria, they do not consider the effect of selected features 
on the performance of the whole process of knowledge 
discovery, and they usually provide a ranked list of 
features that are ordered according to a specific evaluation 
criterion such as: accuracy and consistency of data, 
information content or statistical dependencies between 
features [11]. 

They give also comparative information about the 
relevance of different features, but they don’t indicate the 
desirable minimum set of the features [12].  

Wrappers or closed loop feature selection methods 
consider the performance of the selected features set for 
the complete KDD process. Using as selection criteria the 
performance of prediction, wrappers assess the quality of 
selected features set through a comparation between the 
prediction algorithm performances when it is applied on 
the original set of features and on the reduced one [8]. 

For small data sets, the selection criteria of the 
features used do not require predictive evaluation. For this 
reason, filters do not consider changes in the performance 
of the knowledge discovery process. 

The heart of the KDD process is the modelling or the 
data mining step. In this stage, the hidden patterns, 
relationships, and trends in the data are discovered, based 
on efficient algorithms. Pattern discovery may be 
approached by several techniques:  classification, 
regression, clustering, association, time-series analysis, 
and visualization. Each of above mentioned can be 
implemented through various ways such as neural 
networks, fuzzy logic, pattern recognition or machine 
learning. 

The last stage, strongly application dependent, aims 
to evaluate the quality of pattern discovered to decide if it 
is useful and it can be categorized as a new knowledge or 
not. 

Although KDD is the whole process of extracting 
knowledge from data, there is still confusion about the 
difference between this concept and the data mining term. 
As shown in Fig. 1, and as it is evident from the study of 
the process models, data mining should be used only for a 
single stage of the KDD process. 

Specifically, data mining involves the use of 
algorithms that produce a particular enumeration of 
patterns from large volumes of data, facilitating the 

discovery of seemingly unrelated data, relationships that 
could solve current or future problems. So, data mining is 
defined as the operation of extracting the interesting and 
previously unknown information and represents one phase 
in the complex process of Knowledge Discovery in 
Databases, aiming to solve two general categories of 
problems: prediction and description. It should be noted 
that each of the two problems is associated with its own 
methods, as shown in Fig. 2. 

 
Fig. 2 Data mining objectives (adapted after [9]) 

  
Although the prediction is the one which brings 

maximum value, it is often preceded by the description. 
Prediction involves patterns finding by classification 

or regression, which may anticipate future behaviors 
whereas description, based on clustering, deviation 
detection, discovering association rules and visualization 
techniques, aims to emphases the relevant characteristics 
of entities, events, or phenomena [9]. 

Finding a function or some rules that describe a class 
and allow to include a data item in one of several 
predefined classes is done by classification. 

As part of supervised learning techniques category, it 
is performed through a two steps process. First, in the 
learning or the training phase, a classifier is built to 
describe a predetermined set of classes, through the 
so-called training set. This data set contains the class label 
of each case.  Once built, the model is tested on data that 
are also labeled to determine its accuracy. If it is validated, 
the model will be further used to predict classes of 
unlabeled data [10]. 

Regression is also a prediction tool, but it is used to 
predict a value of a continuous variable based on the 
values of other variables used as predictors. 

Clustering or cluster analysis identifies a finite 
number of categories or clusters to describe data. It brings 
together sets of entities into groups based on their 
similarities. 

A cluster is a collection of objects that are very 
similar within the same cluster and are dissimilar to the 
objects in other clusters. Usually, the expression for 
similarity is a function of distance that can take different 
forms, appropriate to the types of data used to describe 
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objects. It is not based on existence of predefined classes 
and class-labeled training sets, and for that reason it is an 
unsupervised learning technique [10]. 

Association rules find relationships or affinities 
between data which seem to have no semantic dependence. 
Initially, association rules were applied to data sets 
consisting of variable length transactions stored in 
transactional databases, but in time, new algorithms were 
developed and some algorithms have been adapted for 
various types of data, such as structured data stored in 
relational databases or unstructured data as text and image. 

The last step in the KDD process is pattern 
evaluation and validation.  If the model built in the data 
mining step has adequate performance, proven by 
measures such as accuracy, recall or other measures, 
appropriate to the context, it will be used further to obtain 
useful information and knowledge in the targeted domain. 

If the model does not meet the quality conditions, the 
process can be restarted from any of the previous phases 
with the application of corrections to improve 
performance. 
   
3. Multimedia Mininig  
 
3.1 Multimedia Data 
 

The term multimedia data refers, in a commonly 
accepted way, to those data coming from various media 
such as text, audio, or video used to provide multimodal 
information based on information technology [11].  

They are characterized by several specific features, 
such as: huge volumes, temporality, spatiality, lack of 
structure and the need of particular logistics (storage space, 
fast transmission, content-based access) [14]. 

Multimedia databases are collections of related 
multimedia data. According to MPEG-7 Standard, a 
multimedia database contains the following data types [15] 
[16]: text, images (photographs, painting, maps or 
pictures), video (sequences of frames produced by various 
devices having the capability to record such sequences of 
images), audio provided by an aural recording device, 
animation sequences (animated images), graphic objects 
(drawing, illustration or sketches), composite multimedia – 
combinations of the above data types.  

Briefly, media can be divided into two classes: 
dynamic, time-changing (holding audio and video data) 
also known as continuous media, and static, 
time-independent (holding text, image or graphics) 
belonging to discrete media, as it is presented in Fig. 3 
[14]. 
 
 
 
 

3.2 Multimedia Big Data 
 

In Social networks, mobile applications, wearable 
devices, and economic and research dynamics have 
recently caused a dramatically change of the generating, 
collecting, storing and processing data processes and have 
led to the frequent use of the term Big Data.  

Although the definition of the term is sometimes 
ambiguous, and in the literature, there is a wide variety of 
ways in which Big Data is viewed, the common element 
lies in the fact that it is considered to refer to those data 
collections whose management is not possible using 
traditional database (whether relational or non-relational) 
tools. At the same time, the analysis of these data requires 
adaptations, sometimes major, of KDD processes and 
implicitly of data mining tasks and algorithms. The 
impossibility of using traditional technologies is dictated 
by the characteristics of Big Data, known in the literature 
as a set of Vs [2]. 

The first, and best-known characteristics, first 
identified by Doug Laney in a 2001 Gartner report [17], 
relates to volume, variety and velocity, this meaning the 
speed with which data is produced and often become 
obsolete. Over time, other characteristics have been 
identified and defined, so that the number of Vs has 
reached, for specific cases, 42 [18]. The term "big" used in 
the name might suggest that the main attribute is a 
consistent volume of data. However, the size of the dataset 
must be judged according to context, as there are 
organizations whose activities involve working with 
gigabytes or terabytes, while others, such as social 
networks, collect and handle petabytes or exabytes of data. 
In all these cases, however, there may be complex data 
processing and analysis needs that are specific to Big Data 
applications [19]. 

More important than volume is the variety of data. This 
comes from the fact that data from different sources and 
often in different formats are combined to be processed 
together and further analyzed. Velocity is related to the 
speed at which data arrives and is processed, analyzed, 
transformed into information and provided to stakeholders. 
Assessing the velocity needs for Big Data is closely related 
to understanding the business process and user 
requirements. 

It should be borne in mind that, in organizations, data 
can flow in two ways: it can be integrated from multiple 
sources, transformed and then batch loaded in data 
warehouses, from where it will be analyzed, or it can be 
generated, processed and analyzed in real-time streams. 
The only thing to bear in mind is that the right information 
must be provided at the right time for each individual case 
[19]. Another characteristic, this time proposed by IBM 
[20] is veracity, matched in this context with data quality. 
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As a consequence of these 4 V’s and starting from the 
information that can be obtained through a proper Big 
Data analysis, a fifth V can be added - value. This is given 
by the fact that Big Data analysis helps to better 
understand the relationship between events in the 
environment and the behavior of the phenomena or entities 
studied, leading to higher quality decisions. 

 
Fig. 4 gives a brief overview of these five Big Data features 

 
Finally, it is worth noting that part of the 

characteristics of Big Data, volume and variety, also 
applies to multimedia data. Also, both Big Data and 
multimedia data work with all types of data, starting from 
structured, through semi-structured to unstructured. 

If we consider large volume datasets, containing 
various data types such as combinations of text, images, 
video or audio but also having high velocity and veracity 
we can say that we are dealing with Big Data multimedia. 
 
3.3 Multimedia (big) data mining 
 

Generally, data mining is the process of finding 
surprising, interesting, and previous unknown patterns 
hidden in large amounts of data, which aims to improve 
decision making. Classically, data used in data mining are 
well-structured and, often, stored in large relational 
databases. Last years, the explosive growth of multimedia 
data volumes, led to the need of develop methods and tools 
to mine such data, in order to find valuable information to 
improve decision making. Multimedia data mining 
(MDM) is the process by which interesting information of 
implicit knowledge is found in multimedia databases. 

Because multimedia databases are semi-structured or 
unstructured, multimedia data mining is more than an 
extension of data mining. Located to the confluence of 
many areas such as multimedia previewing, processing 

and retrieval, machine learning and artificial intelligence it 
has a major challenge in so-called semantic gap [21] which 
is the difficulty of deriving a high-level concept from 
low-level features (color histogram, homogeneous texture, 
contour-based shape, motion path) that are extracted from 
media data. A solution to this problem requires the creation 
of an ontology that covers different aspects of the concept 
and a hierarchy of elements that can deduce the probability 
of the concept from the probabilities of its components and 
the relationships between them. 

The knowledge discovery in multimedia data processes 
and implicitly the stages of multimedia data mining take 
specific forms for each of the multimedia data types listed 
in the previous section. As a result, we can consider 
multimedia data mining as a generic term that can be 
customized as follows: text mining, image mining, video 
mining or audio mining [22] [23]. 

Text mining aims to find useful information and 
knowledge hidden in text content through specific 
techniques such as text classification (categorization), 
information extraction, information retrieval, clustering 
and summarization. 

Text classification known also as Natural Language 
Processing (NLP) aims to collect, process and analyze text 
documents to discover the appropriate topics or indexes 
for each document. It is a form of supervised learning in 
which texts expressed in natural language are associated, 
depending on their content, with a predefined number of 
topics. 

Clustering process, or cluster analysis, looks to identify 
intrinsic structures in the unlabeled textual data and based 
on these structures, to create meaningful clusters. Often, it 
is used as a pre-processing step which prepare the context 
for other text mining tools. 

Information extraction is the text mining technique 
which aims to identify and extract entities and attributes 
from semi-structured or unstructured texts and to find their 
relationships. Once this information is extracted it is stored 
in a database for future use. 

Information retrieval uses specific set of words or 
phrases to extract relevant patterns from the text applying 
various algorithms able to track and monitor user 
behaviors. Briefly, text summarization is the technique of 
shortening long texts by automatically generate 
compressed versions that retain important information for 
the end-user. The final goal is to create coherent and fluent 
summaries based on the main elements defined in 
documents. 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.11, November 2022 
 

 

386

 

Image mining aims to extract implicit knowledge or 
patterns not explicitly stored in groups of images. Not only 
an extension of classical data mining to image domain, but 
a great challenge in image mining is also to find how the 
low-level representation by pixels of a raw image or of an 
image sequence, can be processed in an efficient way to 
allow the identification of high-level objects or 
relationships [24]. Image mining is concentrated on 
finding specific patterns from large collection of images, 
using techniques classification, clustering, association, and 
visualization. 

Video mining performs automatically extract of content 
and structure of video, features of moving objects and 
spatial or temporal correlations of those features. 
Additionally, without assumptions about the contents, it 
can discover patterns in video structure, in objects 
activities or in video events from vast amounts of video 
data [25]. Video mining techniques are useful to 
implement tasks such as classification, video 
summarization or abnormal events detection, aiming to 
discover semantic patterns. Using audio mining techniques, 
the content of audio signals can be automatically analyzed. 

The main area where audio mining is used is automatic 
speech recognition through which we try to identify the 
speech within the audio. Because image, video and audio 
mining algorithms encounter the semantic gap problem, 
sometimes, to reduce or avoid this issue, multimedia 
mining uses the multimodal data mining approaches [26] 
[27], which takes into account that in many cases, different 
types of multimedia data coexist. For example, image data 
may be combined with text, or video with audio data. The 
multimodal data mining approaches offer better 
capabilities of knowledge discovery from multimedia 
database, allowing to find high-level conceptual 
relationships. 

The osmosis between different ways of expressing data 
in multimedia can be exploited to find new high-level 
conceptual relationships, which involves learning the 
associations between these different ways of expression. 
Once learned, these relationships can be used for  

multimodal data mining. Big Data analytics is what 
delivers value because it produces the needed information 
for high-quality decisions.  

Beyond the fact that they require specific technologies 
and architectures, at a conceptual level, Big Data analytics 
follow the same steps as knowledge discovery from 
multimedia data. These steps are shown in Fig. 5. 

The first step in this process is data collection from the 
right sources, followed by their storage. Given the 
characteristics of multimedia data, such as spatiality, 
temporality, variety or volume, it is necessary to use 
appropriate storage systems. In practice different solutions 
are used, from relational or object-relational databases to 
NoSQL, Hadoop-specific NTFS files, or other Big Data 
storage variants. 

Recalling that multimedia data comes in different types, 
often in combination, it is obvious that careful  

Fig. 5 Multimedia data mining process 

 
pre-processing is needed before applying data mining 
algorithms. This step aims to transform raw data into good 
quality datasets suitable for pattern discovery algorithms. 

Although, some operations are common to all data 
types, such as solving missing values, normalizing, 
treating outliers or dimensionality reduction by selecting 
or extracting features using filters or wrappers [8], there 
are also particular preprocessing methods for each of the 
specific multimedia data types.  

By applying the right type of multimedia mining, we 
can obtain new patterns, which in the presence of 
performances accepted by experts in the field, can be 
considered as knowledge that can be the basis for future 
quality decisions. 
 
4. Multimedia data mining vs. multimedia 

data mining – state of art 
 

The following is a brief analysis of how research 
conducted strictly in the field of multimedia mining has 
migrated to multimedia Big Data mining by considering 
Big Data technologies.  
For this purpose, we made a survey of the available 
bibliography disseminating this research and we obtained 
for multimedia data mining a number of 46 papers and for 
multimedia Big Data mining 118 important (considered by 
us) papers.  
In Fig. 6 and Fig .7 the yearly distribution of these papers 
is shown. 
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Fig. 6 The evolution of multimedia data mining research reflected in the 

early published papers 

 
Fig. 7 The evolution of multimedia big data mining research reflected in 

the early published papers 

 
 It can easily be seen that before 2014-2015, when Big 
Data technology started to emerge and mature, research in 
the area of multimedia data mining was predominant. After 
this threshold, research on knowledge discovery from 
multimedia data gave way to the new direction namely 
multimedia Big Data mining. 
 

5. Issues and challenges in multimedia mining 
 

 Even multimedia mining has brought considerable 
added value to our understanding of many aspects of 
behavior, feelings, disease or epidemic evolution, climate 
evolution and many other things, there is a flip side to the 
coin, as the nature of the data induces a number of issues 
and challenges.  
 These issues refer mainly to the limitations of the 
applied multimedia data mining approaches, including 
content-based retrieval and similarity search, 
generalization and multidimensional analysis, 
classification and prediction analysis, and mining 
associations in multimedia data.  

Table 1 summarizes the issues raised by different types of 
multimedia mining, structured by the methods used for 
pattern discovery. All these translate into challenges that 
researchers and developers must face. Thus, during the 
maturation of multimedia data mining, and today, for 
multimedia Big Data mining solutions to solve specific 
problems of data acquisition and storage, efficient computing, 
scalability and security have been developed. 
 

 
 

 
 
Table 1: Multimedia mining issues 

 
Data 
Type 

Multimedia Data Mining 
Stage 

Challenges 

Text 

Preprocessing - polysemy and synonymy  

Modeling

classification 
-frequently, the classification 
models depend on only a few 
terms 

clustering -finding the proper distance 
measures to deal with 
nonnumerical data  

association 

-using semantics or concepts 
instead of words to reduce the 
problems with dimensionality, 
synonyms, homonyms [29]. 
 

Image

Preprocessing 
-differences between global 
and local descriptors 

Modeling

classification -finding a good model is 
computationally expensive. 

clustering -grouping an untagged image 
collection into meaningful 
groups based on the content of 
the images [30]  

association - scalability issue in terms of 
number of candidate patterns 
generated 

Audio 

Preprocessing - segmentation of silence, 
music, speech and noise from 
the audio source. 

Modeling

classification -methods based on models for 
segmentation or classification 
do not work in real time, and 
cannot be easily generalized 
[31] 

clustering - automatic audio 
preprocessing uses large test 
databases, and lead to a 
decrease in recognition 
performance compared with 
hand labelled audio 
segmentation [32] 

Video 

Preprocessing - feature extraction process 
depends very much on the 
structure of the video 
sequences, but also on the type 
of application. 

Modeling

classification -shots of event contain 
significantly different features 
depending on camera 
techniques, object movements, 
location, and it is hard to build 
enough training data sets [33] 

clustering - scalability for large video 
clusters  

association - to reduce the semantic gap 
between the high-level 
concepts and low-level features 
[34]  
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6. Conclusion 
 

The explosive development of information and 
communication technologies, the emergence of relatively 
cheap and easy-to-use devices for large mass of 
beneficiaries has led to the possibility of generating huge 
amounts of data of the most diverse types, from structured 
data to unstructured text, image, video, audio or composite 
data which often hide valuable information that cannot be 
extracted with traditional methods. In the last decade, with 
the emergence of the Big Data concept, with 
characteristics that distinguish it from high-volume 
datasets, multimedia data mining research has migrated to 
multimedia Big Data mining. This paper has made a brief 
analysis of this phenomenon, starting from the 
presentation of what multimedia data means in contrast to 
multimedia Big Data, continuing with the data mining 
process for multimedia sets, and finally making a summary 
study of the evolution of research and the problems and 
challenges induced by both multimedia data and 
multimedia Big Data. 
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