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Abstract 

 
Long Short-Term Memory (LSTM) combined with attention mechanism is extensively used 
to generate semantic sentences of images in image captioning models. However, features of 
salient regions and spatial information are not utilized sufficiently in most related works. 
Meanwhile, the LSTM also suffers from the problem of underutilized information in a single 
time step. In the paper, two innovative approaches are proposed to solve these problems. First, 
the Synergy-Gated Attention (SGA) method is proposed, which can process the spatial 
features and the salient region features of given images simultaneously. SGA establishes a 
gated mechanism through the global features to guide the interaction of information between 
these two features. Then, the Recurrent Fusion LSTM (RF-LSTM) mechanism is proposed, 
which can predict the next hidden vectors in one time step and improve linguistic coherence 
by fusing future information. Experimental results on the benchmark dataset of MSCOCO 
show that compared with the state-of-the-art methods, the proposed method can improve the 
performance of image captioning model, and achieve competitive performance on multiple 
evaluation indicators. 
 
 
Keywords: Image captioning, Synergy-Gated Attention, Recurrent Fusion LSTM, Deep 
learning. 
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1. Introduction 

Image captioning is a task that makes a sentence from reading an image. The sentence should 
be fluence and hold semantic consistency with image. Such a task is the intersection part of 
computer vision (CV) and natural language processing (NLP). Benefiting from the rapid 
development of machine translation [1] and object detection [2] in these two fields, image 
captioning has attracted more and more attention in recent years. To hold semantic consistency 
between image vision and sentence text, the image captioning model needs not only to 
recognize specific objects, but also to capture the relationships between objects.  

The Encoder-decoder framework is the leading network of image captions currently. It’s 
essentially a type of deep learning model. Duo to the captions generated by models based on 
deep learning [3-6] are closer to natural language than the conventional template-based [7] and 
retrieval-based [8] methods, so it has been widely used. CNN+RNN model is the 
representative framework instance, which finishes the task through two stages of encoding and 
decoding. In the first step, CNN [9] encodes the image content and extracts the semantic 
feature information of an image. In the second stage, RNN [10] decodes image features 
extracted from the encoder into corresponding captions. Another encoder-decoder instance is 
the transformer, in which encoding and decoding are all achieved by a specific number of 
transformer layer. 

Before the Up-Down [11] model was proposed, captioning models usually used ResNet [9] 
and other similar encoders to extract the grid features of images and obtain the spatial semantic 
information of images. The Up-Down model first used Faster R-CNN [2] as an encoder to 
remove the salient region features of images for image captioning, and achieved state-of-the-
art results at that time. However, most captioning models only use the features extracted by 
Faster R-CNN, discarding the grid features extracted by ResNet, which leads to the 
underutilization of spatial feature information. Based on this, a Synergy-Gated Attention (SGA) 
method is proposed, where the encoder attends to salient and spatial features of the image, and 
establishes a gated mechanism through the global features of both, to better control the 
interaction of two kinds of information.  

Many current works in image captioning focus on the decoding side, exploring how RNNs 
decode the image features more efficiently. As a variant of RNNs, the LSTM [12] is widely 
used in the decoder of image captioning models. It plays a crucial role in processing sequential 
data, and by introducing the input gate, forget gate, and output gate, LSTM can effectively 
alleviate the problem of gradient vanishing in RNNs. However, the hidden vector of the LSTM 
output in one time step usually depends on the output vector of the preceding LSTM, which 
ignores the visual correlation of the posterior LSTM hidden vectors. To solve the above 
problem, we design the RF-LSTM to replace the traditional LSTM unit. The RF-LSTM 
predicts the sequence information of the posterior steps in one time step and uses this 
information together to guide the output of the current LSTM. In this way, our model can 
achieve competitive performance. 

Experimentally, we explore the effects of SGA and RF-LSTM respectively, and note that 
both methods show good performance in captioning model. To comparing fairly with other 
models, we integrate SGA and RF-LSTM, called SGA-RF-LSTM. The overall architecture is 
shown in Fig. 1. Through quantitative and qualitative analysis, it is demonstrated that the 
proposed method achieves competitive performance against state-of-the-art methods. 
Specifically, we obtain 119.1 CIDEr score under cross-entropy loss (XE) and 130.0 CIDEr-D 
scores with reinforcement learning [13, 14] on MS COCO “Karpathy” offline test split [10]. 
The main work of this study is as follows: 
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1) We proposed a Synergy-Gated Attention (SGA), which can attend to salient region 
features and spatial features simultaneously. The global information of these two features is 
also used to guide the interaction between the two attended features. 

2) We designed a Recurrent Fusion LSTM (RF-LSTM), which can obtain future output 
information to improve linguistic coherence. This is essentially different from recursing LSTM, 
which only focuses on previous output information.  

3) We proposed an image captioning model combined with SGA and RF-LSTM, which 
achieve competitive performance compared to the state-of-the-art models, on the MS COCO 
datasets. 

 

 
Fig. 1. An overview of the proposed framework. 

2. Related work 

2.1 Encoder-Decoder based captioning 
In recent years, with the significant progress of deep learning, image captioning models have 
developed rapidly and acquired breakthrough results. Inspired by sequence-to-sequence tasks 
[15], such as machine translation, the encoder-decoder frameworks were widely used in image 
captioning models. Vinyals et al. [3] proposed a captioning model, where the encoder was 
designed by CNN, and the decoder was designed by LSTM. Image features were only utilized 
at the beginning of LSTM. Xu et al. [16] first introduced the attention mechanism into the 
image caption model, where attention was used at every moment of the LSTM to focus on the 
salient position information of images. After that, a series of innovations based on the encoder-
decoder framework was proposed to guide the captioning models to generate sentences that 
meet the description of human language by adding semantic attributes [17, 18]. Moreover, to 
explore the relationship between visual regions and mine the available semantic information 
in images, some methods have emerged to build scene graphs [19-21], which enhance the 
representation of images and quality of captions by constructing visual relationship graphs. 

Innovations in the structure of the decoder and LSTM-based refinements play a significant 
role in image captioning models, and a effective decoder can help the captioning model to 
generate more accurate descriptions. Ke et al. [22] proposed a reflective decoding network for 
image captioning, which enhances both the long-sequence dependency and position perception 
of words in a caption decoder. Li et al. [23] used CNN as a decoder to replace the conventional 
LSTM, which solved the problems of long-term memory loss and lack of parallel processing 
in LSTM. 
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2.2 Attention-based captioning 
Currently, attention plays a significant role in the task of image captioning. The attention 
mechanism will selectively focus on the part of the image, allowing the model to obtain 
valuable information from the image quickly, which is more in line with human cognitive 
behavior. Lu et al. [24] proposed an adaptive attention model combined with a visual sentinel, 
which can adaptively decide whether to focus on visual information or non-visual text, so that 
meaningful information can be extracted at every time step. Wang et al. [25] proposed that 
using hierarchical features enables attention to be synchronously calculated on the features of 
pyramid levels, and multiple multi-modal integration strategies can significantly improve 
model performance. Huang et al. [26] proposed an attention module that enhances visual 
attention by further measuring the relevance between the attention result and the query. Based 
on Transformer [27], Herdade et al. [28] proved the importance of spatial awareness of the 
model by combining spatial relation information between objects through geometric attention. 
Given the excellent results obtained by the above methods, it inspires us to use different 
attention methods and different image features from multiple perspectives. 

3. Method 
In this paper, a new image captioning model is proposed to explore the diversity of image 
feature information fusion. Fig. 2 shows this model’s total framework. We first show multi-
mode embedding in Section 3.1, then introduce the Synergy-Gated Attention (SGA) and 
Recurrent Fusion LSTM (RF-LSTM) in Section 3.2 and Section 3.3 respectively, and finally 
introduce the training implements of the model in Section 3.4. 

 
Fig. 2. The framework of the proposed SGA-RF-LSTM.  

3.1 Multimodal embedding 
We use CNN to extract spatial semantic information and Faster R-CNN to extract salient 
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region information. Based on the above, we obtain visual embedding 𝑉𝑉
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𝑖𝑖 ∈ ℝ𝑑𝑑 . Since both the 

grid features and region features are visual contents and exist in images as a whole, it is 

necessary to model their interaction. Formally, given 𝑉𝑉
^

 and 𝐸𝐸
^

, we use a 3-layer Transformer 
module 𝜓𝜓(. ;𝜃𝜃𝑎𝑎) to obtain more informative features via a self-attention operation as:  

 𝑉𝑉,𝐸𝐸 = 𝜓𝜓��𝑉𝑉
^

,𝐸𝐸
^
� ;𝜃𝜃𝑎𝑎� (1) 

where 𝐸𝐸
^
∈ ℝ(𝑤𝑤×ℎ)×𝑑𝑑  is the feature map outputted from the last convolutional layer of the 

ResNet. 𝑀𝑀 = 𝑤𝑤 × ℎ denotes the number of grids composed of image areas of the same size. 

𝑉𝑉
^
∈ ℝ𝑁𝑁×𝑑𝑑  is the output vector of the Faster R-CNN, which is composed of 𝑁𝑁 𝑑𝑑-dimensional 

image area features 𝑣𝑣𝑖𝑖. 𝐸𝐸 = {𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑀𝑀}, 𝑒𝑒𝑖𝑖 ∈ ℝ𝑑𝑑, 𝑉𝑉 = {𝑣𝑣1,𝑣𝑣2, … , 𝑣𝑣𝑁𝑁},𝑣𝑣𝑖𝑖 ∈ ℝ𝑑𝑑.  

3.2 Synergy-Gated Attention 
Our Synergy-Gated Attention method performs a multimodal task based on the multimodal 
embedding generation (𝑉𝑉,𝐸𝐸) in Section 3.1. Both varieties of the information are fused so that 
the LSTM can employ different regional and spatial information of the image simultaneously 
to generate the current captions at each moment. 

The formula for calculating the attentive weights of 𝐸𝐸 is defined as follows:  
 𝑍𝑍𝑒𝑒𝑒𝑒 = 𝑊𝑊𝑒𝑒ℎ

𝑇𝑇 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑒𝑒𝐸𝐸 + (𝑊𝑊𝑒𝑒ℎℎ𝑡𝑡𝑎𝑎)𝑎𝑎𝑒𝑒𝑇𝑇) (2) 

 𝛼𝛼𝑒𝑒𝑒𝑒 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚(𝑍𝑍𝑒𝑒𝑒𝑒) (3) 

 𝑐𝑐𝑒𝑒𝑒𝑒 = ∑ 𝛼𝛼𝑒𝑒𝑒𝑒,𝑖𝑖
𝑀𝑀
𝑖𝑖=1 𝑒𝑒𝑖𝑖  (4) 

where  𝑊𝑊𝑒𝑒ℎ
𝑇𝑇 ,  𝑊𝑊𝑒𝑒 and 𝑊𝑊𝑒𝑒ℎ are the matrices for learning spatial attentive weight. 𝛼𝛼𝑒𝑒𝑒𝑒 =

�𝛼𝛼𝑒𝑒𝑒𝑒,1,𝛼𝛼𝑒𝑒𝑒𝑒,2, . . . ,𝛼𝛼𝑒𝑒𝑒𝑒,𝑀𝑀� is the related weights of 𝐸𝐸, which sums to 1. 𝑐𝑐𝑒𝑒𝑒𝑒  is a weighted sum of 
𝐸𝐸, and it indicates the most relevant position of grid region of the images.  
  The formula of calculating the attentive weights of 𝑉𝑉 is defined as follows:  

 𝑍𝑍𝑣𝑣𝑡𝑡 = 𝑊𝑊𝑣𝑣ℎ
𝑇𝑇 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑣𝑣𝐸𝐸 + (𝑊𝑊𝑣𝑣ℎℎ𝑡𝑡𝑎𝑎)𝑎𝑎𝑣𝑣𝑇𝑇) (5) 

 𝛼𝛼𝑣𝑣𝑣𝑣 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚(𝑍𝑍𝑣𝑣𝑣𝑣) (6) 

 𝑐𝑐𝑣𝑣𝑣𝑣 = ∑ 𝛼𝛼𝑣𝑣𝑣𝑣,𝑖𝑖
𝑁𝑁
𝑖𝑖=1 𝑣𝑣𝑖𝑖  (7) 

where 𝑊𝑊𝑣𝑣ℎ
𝑇𝑇 ,𝑊𝑊𝑣𝑣 and 𝑊𝑊𝑣𝑣ℎ are the matrices for learning regional attentive weight. 𝛼𝛼𝑣𝑣𝑣𝑣 =

�𝛼𝛼𝑣𝑣𝑣𝑣,1,𝛼𝛼𝑣𝑣𝑣𝑣,2, . . . ,𝛼𝛼𝑣𝑣𝑣𝑣,𝑁𝑁� are the related weights of 𝑉𝑉, which sums to 1. 𝑐𝑐𝑣𝑣𝑣𝑣  is a weighted sum of 
𝑉𝑉, and it indicates the most relevant position of salient region of the images.  

The utilization of two features may produce semantic noises during the fusion process. To 
solve the problem, we concatenate the pooling features 𝐼𝐼𝑒𝑒 extracted by the CNN model and 
the pooling features 𝐼𝐼𝑣𝑣 extracted by Faster R-CNN. Then we send the concatenated matrix to 
the gate control unit to obtain the gate output value 𝑔𝑔𝑡𝑡:  

 𝐼𝐼𝑒𝑒 = 1
𝑀𝑀
∑ 𝑒𝑒𝑡𝑡𝑡𝑡𝑀𝑀
𝑖𝑖=1  (8) 

 𝐼𝐼𝑣𝑣 = 1
𝑁𝑁
∑ 𝑣𝑣𝑡𝑡𝑡𝑡𝑁𝑁
𝑖𝑖=1  (9) 

      𝑔𝑔𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑔𝑔[𝐼𝐼𝑒𝑒 , 𝐼𝐼𝑣𝑣]� (10) 
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where 𝐼𝐼𝑒𝑒 ∈ ℝ𝑑𝑑×1denotes the mean value of the feature map vector 𝐸𝐸, and 𝐼𝐼𝑣𝑣 ∈ ℝ𝑑𝑑×1denotes the 
mean value of vector 𝑉𝑉 of salient region features. 𝜎𝜎(⋅) denotes a Sigmoid function. 
  Through the dual gate control [29], the attentive information of the salient region is guided 
by the gate output value 𝑔𝑔𝑡𝑡, and the supplementary value (1 − 𝑔𝑔𝑡𝑡) guides the spatial semantic 
information to achieve the final attentive fusion:  

 𝑠𝑠𝑡𝑡 = 𝑔𝑔𝑡𝑡 ⊙ 𝑐𝑐𝑣𝑣𝑣𝑣 + (1 − 𝑔𝑔𝑡𝑡) ⊙ 𝑐𝑐𝑒𝑒𝑒𝑒 (11) 

where ⊙ indicates the Hadamard product, and 𝑠𝑠𝑡𝑡 ∈ ℝ𝑑𝑑×1represents the output of SGA. 

3.3 Recurrent Fusion LSTM 
To improve the performance of sequence generation in LSTM, we introduce Recurrent Fusion 
LSTM (RF-LSTM). As shown in Fig. 2, the structure is an encoder-decoder framework based 
on double-layer RF-LSTM. The first layer is the attention Recurrent Fusion LSTM, which 
denotes  𝑅𝑅𝑅𝑅 − 𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑎𝑎  composed of attention LSTMs that generate attentive weight. The 
second layer is the language Recurrent Fusion LSTM, which indicates 𝑅𝑅𝑅𝑅 −
𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑙𝑙  composed of language LSTMs that generate words.  

Our RF-LSTM, by recurring multiple LSTMs in one time step, focuses on modeling the 
same input, and establishes the relationship between the input information. The number of 
recurrences in the same layer is P, which means that there are P different fusion outputs in 
each layer. 

On the first layer, the hidden state of attention RF-LSTM ℎ𝑡𝑡
𝑎𝑎  is calculated as follows:  

 ℎ𝑡𝑡𝑎𝑎 = 𝑅𝑅𝑅𝑅 − 𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑎𝑎(𝑥𝑥𝑡𝑡𝑎𝑎,ℎ𝑡𝑡−1𝑎𝑎 ) = 1
𝑃𝑃
∑ ℎ𝑡𝑡,𝑖𝑖

𝑎𝑎𝑃𝑃
𝑖𝑖=1  (12) 

 ℎ𝑡𝑡,𝑖𝑖
𝑎𝑎 = 𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑎𝑎(𝑥𝑥𝑡𝑡𝑎𝑎 ,ℎ𝑡𝑡−1,𝑖𝑖

𝑎𝑎 ), 𝑖𝑖 = 1,2, …𝑃𝑃 (13) 

where 𝑥𝑥𝑡𝑡𝑎𝑎  is the input vector of attention RF-LSTM, and ℎ𝑡𝑡−1
𝑎𝑎  is the hidden state of previous 

time step of attention RF-LSTM. ℎ𝑡𝑡,𝑖𝑖
𝑎𝑎  is the 𝑖𝑖-th output of attention RF-LSTM at time step t. 

The input of attention RF-LSTM consists of the word embedding in the current time step 
and visual vector 𝐼𝐼𝑣𝑣 + ℎ𝑡𝑡−1

𝑎𝑎 , where 𝐼𝐼𝑣𝑣  is the pooling feature extracted by Faster R-CNN and 
ℎ𝑡𝑡−1
𝑙𝑙 is the context vector of the previous time step of language RF-LSTM (ℎ𝑡𝑡−1

𝑎𝑎  is initialized 
to 0 at the beginning): 

 𝑥𝑥𝑡𝑡𝑎𝑎 = �𝐸𝐸𝑤𝑤𝑡𝑡−1, 𝐼𝐼𝑣𝑣 + ℎ𝑡𝑡−1𝑙𝑙 � (14) 

where 𝐸𝐸 is the embedding matrix of words, and 𝑤𝑤𝑡𝑡−1 is the word generated by language RF-
LSTM at the previous time step. We follow the earlier approach in the traditional image 
captioning baseline model, in which the embedding of each word token depends on its context. 
Specifically, create a learnable weight of shape (x, y), where x represents the size of the 
dictionary and y represents the dimension of the embedding vector, initialized as a random 
number in the range (0, 1). It is worth noting that the word embedding generation method can 
also be replaced with the pre-trained language model to extract language features. 

On the second layer, the hidden state of language LSTM is calculated as: 
 ℎ𝑡𝑡𝑙𝑙 = 𝑅𝑅𝑅𝑅 − 𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑙𝑙�𝑥𝑥𝑡𝑡𝑙𝑙 ,ℎ𝑡𝑡−1𝑙𝑙 � = 1

𝑃𝑃
∑ ℎ𝑡𝑡,𝑖𝑖

𝑙𝑙𝑃𝑃
𝑖𝑖=1  (15) 

 ℎ𝑡𝑡,𝑖𝑖
𝑙𝑙 = 𝐿𝐿𝐿𝐿𝐿𝐿𝑀𝑀𝑙𝑙(𝑥𝑥𝑡𝑡𝑙𝑙 ,ℎ𝑡𝑡−1𝑙𝑙 ), 𝑖𝑖 = 1,2, …𝑃𝑃 (16) 

where 𝑥𝑥𝑡𝑡 
𝑙𝑙 is the input of language RF-LSTM, and ℎ𝑡𝑡−1

𝑙𝑙  is the hidden state of previous time step 
of language RF-LSTM. ℎ𝑡𝑡,𝑖𝑖 

𝑙𝑙  is the 𝑖𝑖-th output of language RF-LSTM at time step t. 
The input of language RF-LSTM is denoted as 𝑥𝑥𝑡𝑡𝑙𝑙, which is defined as follows: 
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 𝑥𝑥𝑡𝑡𝑙𝑙 = [𝑠𝑠𝑡𝑡 ,ℎ𝑡𝑡𝑎𝑎] (17) 

where 𝑠𝑠𝑡𝑡 denotes the output of SGA, and ℎ𝑡𝑡
𝑎𝑎  is the hidden state of attention RF-LSTM at 

current time step. 
The probability distribution of the output word of the SGA-RF-LSTM model at time step 

𝑡𝑡is denoted as 𝑝𝑝(𝑦𝑦𝑡𝑡|𝑦𝑦1:𝑡𝑡−1): 
 𝑝𝑝(𝑦𝑦𝑡𝑡|𝑦𝑦1:𝑡𝑡−1) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑊𝑊𝑝𝑝ℎ𝑡𝑡𝑙𝑙� (18) 

where ℎ𝑡𝑡
𝑙𝑙  denotes the hidden state of language RF-LSTM at time step 𝑡𝑡, and 𝑊𝑊𝑝𝑝 ∈ ℝ𝑑𝑑×1 is a 

parameter matrix. 

3.4 Objectives 
Given the target ground truth sequence 𝑦𝑦1:𝑇𝑇

∗  and the captioning model with parameter 𝜃𝜃, SGA-
RF-LSTM is trained by minimizing cross entropy 𝐿𝐿𝑋𝑋𝑋𝑋: 

 𝐿𝐿𝑋𝑋𝑋𝑋(𝜃𝜃) = −∑ 𝑙𝑙𝑙𝑙𝑙𝑙( 𝑝𝑝𝜃𝜃(𝑦𝑦𝑡𝑡∗|𝑦𝑦1:𝑡𝑡−1
∗ ))𝑇𝑇

𝑡𝑡=1  (19) 

Since reinforcement learning has been used to train captioning models, we follow this 
training strategy to optimize non-differentiable metrics, and then seek the minimum negative 
expected score from the initialization of the trained model under cross-entropy: 

 𝐿𝐿𝑅𝑅(𝜃𝜃) = −𝐸𝐸𝑦𝑦1:𝑇𝑇~𝑝𝑝𝜃𝜃[𝑟𝑟(𝑦𝑦1:𝑇𝑇)] (20) 

where r is the CIDEr-D score function. We directly optimize the non-differentiable metrics 
with Self-Critical Sequence Training (SCST) [14], and the gradient can be approximated:  

 𝛻𝛻𝜃𝜃𝐿𝐿𝑅𝑅(𝜃𝜃) ≈ −�𝑟𝑟(𝑦𝑦1:𝑇𝑇
𝑠𝑠 )− 𝑟𝑟(𝑦𝑦�1:𝑇𝑇)�𝛻𝛻𝜃𝜃 𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝜃𝜃 (𝑦𝑦1:𝑇𝑇

𝑠𝑠 ) (21) 

where 𝑦𝑦1:𝑇𝑇
𝑠𝑠  denotes a result sampled from a probability distribution, and 𝑟𝑟(𝑦𝑦�1:𝑇𝑇) is the baseline 

score of greedily decoding. 

4. Experiments 

4.1 Datasets 
The proposed method is evaluated on the MSCOCO 2014 [30] and Flickr30K dataset [39]. 
The MSCOCO dataset is the largest offline dataset for the image captioning task, which 
contains 123,287 images with five different annotations. For offline evaluation, we use the 
"Karpathy" Data Split [10] where 113,287 images are used for training and 5000 respectively 
for validation and testing. For the Flickr30K dataset, 29014, 1000 and 1000 images are used 
to train, validate, and test respectively. To quantitatively evaluate the performance of the 
method proposed in the paper and compare it with other methods, we use standard automatic 
evaluation metrics, including BLEU [31], METEOR [32], ROUGE-L [33], CIDEr-D [34] and 
SPICE [35].  

4.2 Implementation Details 
We use the pre-trained ResNet-101 to extract the grid features of the images, and the Faster 
R-CNN [2] to extract the salient region features of images. In training implementation, the 
dimension of the original encoding feature vector is 2048, and we project it into a new space 
with a dimension of 1024. The dimension of pooling and attentive layer of SGA is 1024. We 
follow the training strategy of AoA model [26]. In XE training stage, the batch size is set to 
10 with 40 epochs. We initialize the learning rate to 2e-4, and anneal it by 0.8 every 3 epochs. 
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The predetermined sampling probability [36] is increased by 0.05 every 5 epochs. In 
reinforcement learning stage, we initialize the learning rate to 2e-5 to train 20 epochs. When 
the validation score does not improve on some metrics, we anneal it to 0.5. We employ Adam 
optimizer in both stages and the beam size is set to 2.  

4.3 Performance Comparison 
As shown in Table 1, we report the performance of the proposed model on the offline COCO 
Karpathy test split and compare the performance of our approach with that of several recent 
image captioning models. The compared models include: SCST [14], which applies advanced 
attribute features to image captioning tasks; RFNet [4], which fused the encoding features of 
multiple CNN networks to form a representation of the decoder; Up-Down [11], which 
employed the Faster R-CNN as the bottom-up mechanism, extracting the salient region 
features; GCN-LSTM [19], which used Graph Convolutional Networks to explore pair-wise 
relations between image regions; HAN [25], which proposed the adoption of hierarchical 
features so that attention could be calculated synchronously on the features of pyramid levels; 
AoANet [26], which enhanced traditional visual information attention by further measuring 
the correlation between attention results and queries; SRT [6], which proposed a new recall 
mechanism consisting of recall unit, semantic guidance and recall words; MT [37], which 
constructed a fully connected architecture between each encoder layer and decoder layer. We 
can see that our model has achieved the highest scores compared with other models in most of 
the metrics. Model it is important to note that the repeat five times experiments, we found five 
experimental results scores than the baseline model, the results score value fluctuates up and 
down in the experiment between the average of five times, the probability of 0.5 to the fifth 
power, The P value is 0.03125, less than significant level, the considerable difference 
statistically significant. 
 

Table 1. Performance of our method on MS COCO Karpathy’s test split under XE loss and CIDEr 
reward optimization, where B-1 / B-4 / M / R / C / S means BLEU1/ BLEU4 / METEOR / ROUGE-L 

/ CIDEr / SPICE scores 

 
Cross-Entropy Loss CIDEr-D Score Optimization 

B-1 B-4 M R C B-1 B-4 M R C 

SCST [14] - 30.0 25.9 53.4 99.4 - 35.5 27.3 56.8 118.3 

RFNet [4] 76.4 35.8 27.4 56.8 112.5 79.1 36.5 27.7 57.3 121.9 

Up-Down [11] 77.2 36.2 27.0 56.4 113.5 79.8 36.3 27.7 56.9 120.1 

GCN-LSTM [19] 77.3 36.8 27.9 57.0 116.3 80.5 38.2 28.5 58.5 128.3 

HAN [25] 77.2 36.2 27.5 56.6 114.8 80.9 37.6 27.8 58.1 121.7 

AoANet [26] 77.4 37.2 28.4 57.5 119.8 80.2 38.9 29.2 58.8 129.8 

SRT [6] 77.1 36.6 28.0 56.9 116.9 80.3 38.5 28.7 58.4 129.1 

MT [37] - - - - - 80.8 39.1 29.2 58.6 131.2 

SGA-RF-LSTM 77.6 37.4 28.5 57.7 119.1 80.6 39.5 29.4 59.0 130.0 
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As shown in Table 2, we report experimental results on the Flickr30K dataset. Our approach 
significantly outperforms all the compared methods, indicating that the performance 
improvement produced by our proposed SGA-RF-LSTM model is equally effective on 
different datasets. 
 

Table 2. The image captioning results obtained on the Flickr30K Karpathy test split under XE loss 
Models B-1 B-4 M R C S 

Adaptive [24] 67.7 25.1 20.4 46.7 53.1 - 

GLA [40] 56.8 14.6 16.6 41.9 36.2 - 

DHEDN-3 [41]  65.3 23.1 19.2 - - - 

DSEN+T [42] - 28.7 21.9 - 68.7 - 

SGA-RF-LSTM 68.9 29.5 22.4 49.1 70.2 15.5 
 
For better qualitatively evaluating the generated results, we visualize the evolutions of the 

contribution of visual features to the model output for AoA [26] and SGA in Fig. 3. The 
assistance of one region related to the output is given by non-linear correlation. Hence, we 
employ the Integrated Gradients approach [38], which approximates the integral of gradients 
concerning the given input. In addition, our SGA attaches the attention heat map on the grid, 
which can cooperate with the salient region information to focus on the corresponding grid 
spatial features, thereby helping the model to effectively use the image information and 
generate accurate captions. 

AoA 
A couple of dogs standing in 

      
the snow     

  

    

SGA 
Two dogs playing in the snow 

      
with a ball    

   

   

Fig. 3. The visualization and captions generation processes of the AoA model and the SGA model. 
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4.4 Qualitative Analysis 
Table 3 shows several example image captions, which contain images and their caption 
generated by the proposed SGA-RF-LSTM, Up-Down [11] baseline, and two ground truths 
(GT) respectively. From these examples, we found that the captions generated by the baseline 
model are logically correct, but not accurate enough, and even some captions do not match the 
image content. SGA-RF-LSTM generates more descriptive and precise captions. For example, 
the baseline model generates "a bathroom with a toilet and a shower". Although the caption is 
correct, it does not clearly describe the positional relationship between the objects. SGA-RF-
LSTM accurately describes the position information of "next to a white toilet". Besides, the 
baseline model generates “a group of people are skiing on the snow”, while SGA-RF-LSTM 
specifically describes "a man and little girl". SGA-RF-LSTM has such advantages, because it 
combines the grid features and salient region features of the image simultaneously, and uses 
the recurrent fusion method in the decoding stage to enhance the output of LSTM.  
 

Table 3. Examples of image captioning results generated by our SGA-RF-LSTM 
Image Captions 

 

SGA-RF-LSTM: a bathroom with a walk in shower next to a 
white toilet. 
baseline: a bathroom with a toilet and a shower. 
GT1: A bathroom with an enclosed shower next to a sink and a 
toilet. 
GT2: A bathroom featuring a walk in shower, mirror, sink and 
toilet. 
GT3: There are a toilet, a sink, and a shower stall in a large 
bathroom. 
 

 

SGA-RF-LSTM: a brown dog laying on the ground next to a 
pool. 
baseline: a large brown dog laying in a pool. 
GT1: A dog laying down next to a pool in a backyard. 
GT2: A golden retriever sleeps at the edge of the pool. 
GT3: A golden retriever laying down on the side of a pool. 

 

SGA-RF-LSTM: A man and little girl are on skis in the snow. 
baseline: A group of people are skiing on the snow. 
GT1: A man and little girl are on skis in the snow. 
GT2: A man and a child skiing on a snowy plain. 
GT3: a person riding ski on a snowy surface. 
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SGA-RF-LSTM: a dining room table with a vase of flowers. 
baseline: a table and chairs in front of a window. 
GT1: An eating area with a table and a few chairs. 
GT2: Table situated in corner of room with a vase for a center 
piece. 
GT3: A wooden table sitting below a bunch of windows. 

 

4.5 Ablation Study 
To quantify the impact of the proposed SGA-RF-LSTM on the image captioning model in the 
sequence generation stage and the attention stage, we performed ablation experiments by 
comparing the different variants of SGA-RF-LSTM. As shown in Table 4, the first two rows 
represent the baseline model using only grid features and regional features, rows 3 through 11 
represent ablation experiments with SGA and RF-LSTM, and the penultimate row represents 
the performance scores combined with SGA and RF-LSTM. It is worth noting that the last line 
experiments the results of the generation method based on BERT [43] word embedding based 
on the model proposed in this paper, and it is found that the model's performance is further 
improved compared with the previous one. 
 

Table 4. Ablation study about the SGA-RF-LSTM under XE loss 
Encoder Decoder B-1 B-4 M R C S 

ResNet(Grid) LSTM 75.8 34.8 27.2 56.1 109.9 20.3 

Fatser − RCNN(Region) LSTM 76.0 35.8 27.6 56.5 113.3 20.8 

Region +  Region + A LSTM 76.6 35.9 27.7 56.6 113.8 20.8 

Grid × Region + A LSTM 76.6 36.0 27.7 56.7 113.9 20.8 

Grid + Region + A LSTM 76.9 36.0 27.8 56.7 114.9 21.0 

Grid + Region + GA(SGA) LSTM 77.0 36.1 27.9 56.8 115.5 21.1 

Region P − LSTM𝑙𝑙 76.4 35.8 27.7 56.6 113.3 20.8 

Region PF − LSTM𝑙𝑙  76.1 35.7 27.8 56.5 114.1 20.9 

Region RF − LSTM𝑙𝑙  76.4 36.0 27.8 56.7 114.4 20.9 

Region RF − LSTM𝑎𝑎 76.6 36.1 27.7 56.8 113.7 20.7 

Region RF − LSTM𝑙𝑙+𝑎𝑎 76.8 36.2 27.9 56.9 115.4 21.0 

SGA − RF − LSTM𝑙𝑙+𝑎𝑎 77.6 37.4 28.5 57.7 119.1 21.4 

SGA − RF − LSTM𝑙𝑙+𝑎𝑎 + BERT 77.9 37.5 28.7 57.9 119.7 21.4 
 

4.5.1 Effect of SGA 
We set up different schemes to evaluate the effect of the SGA method in the attention stage. 
First, to explore the impact of paying attention to two salient region features simultaneously 
in the attention phase, we set "Region+Region+A", where "A" represents the soft attention 
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processing; Second, to verify the influence of paying attention to the grid features and salient 
region features on the model simultaneously, we set "Grid×Region+A" and "Grid+Region+A", 
where "×" means the relationships between features established through matrix multiplication, 
and "+" means relationships between features shown through matrix summation. Finally, to 
verify the impact of the gating mechanism on the model by using the pooling information of 
both parts while focusing on the grid features and the salient region features, we set 
"Grid+Region+GA", where "GA" means adding the gating mechanism. From Table 4, we 
observe that paying attention to two salient region features simultaneously can improve the 
performance of the model compared to single attention. However, the improvement of 
cooperatively attending grid and region feature is more prominent, which demonstrates that 
the grid space information can be better used as a complement to the salient region information. 
Furthermore, we find that the gating mechanism between two different features can effectively 
alleviate semantic noise and guide the interaction of information between them. 

 
Fig. 4. Different schemes of outputting LSTM hidden state. (a) a base LSTM𝑙𝑙  output ℎ𝑡𝑡𝑙𝑙 . (b) Pooled 

and merged output ℎ𝑡𝑡𝑙𝑙  by three parallel LSTM𝑙𝑙. (c) Fusion output ℎ𝑡𝑡 
𝑙𝑙 by three different recurrent 

LSTM𝑙𝑙. (d) Fusion output ℎ𝑡𝑡𝑙𝑙  by three identical recurrent LSTM𝑙𝑙. (e) Fusion output ℎ𝑡𝑡𝑎𝑎  by three 
identical recurrent LSTM𝑎𝑎. 

4.5.2 Effect of RF-LSTM 
As shown in Fig. 4, we design different structures of LSTM and compare the use of different 
variants to model the vectors of hidden state. From Table 4, we observed that three parallel 
different LSTMs do not improve the model's performance. Compared with the paralleled 
LSTM in the same layer, we use the proposed RF-LSTM method. The recurrent fusion of three 
different LSTMs in the same layer can improve performance slightly. We also find that the 
same parameters used in the same layer of LSTM can further improve performance. 
Meanwhile, we also evaluate the use of RF-LSTM in the first layer of the decoder and find 
that the performance is better than the original LSTM, but the execution is not as good as in 
the second layer. Eventually, we use the RF-LSTM method on both LSTM layers and find that 
the model outperforms the other structures to achieve the highest performance.  

We combined the Synergy-Gated Attention and Recurrent Fusion LSTM method to form 
SGA − RF − LSTM𝑙𝑙+𝑎𝑎. We set the variable on times of LSTM's recurrence to verify the impact 
of recurrence times of single time step on model performance in Table 5. Generally, more 
repetitions in a single time step can get more different outputs, and the fusion of these output 
vectors can improve the performance of the model. We observe that three times of recurrent 
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fusion can achieve the best performance, which verifies the effectiveness of recurrent fusion 
LSTM for modeling inputs in one time step.  

 
Table 5. Ablation on the times of LSTM's recurrence under XE loss 
Models B-1 B-4 M R C S 

SGA − (RF − LSTM𝑙𝑙+𝑎𝑎 × 1) 76.8 36.2 28.1 56.9 117.9 21.1 

SGA − (RF − LSTM𝑙𝑙+𝑎𝑎 × 2) 77.1 36.3 28.0 57.0 118.7 21.3 

SGA − (RF − LSTM𝑙𝑙+𝑎𝑎 × 3) 77.6 37.4 28.5 57.7 119.1 21.4 

SGA − (RF − LSTM𝑙𝑙+𝑎𝑎 × 4) 76.9 36.2 28.0 56.9 117.3 21.1 

SGA − (RF − LSTM𝑙𝑙+𝑎𝑎 × 5) 77.3 36.6 28.1 57.1 118.0 21.3 

5. Conclusion 
In this paper, we propose a Synergy-Gated Attention (SGA) method, which can attend to the 
salient region features and grid features simultaneously, so that the image information can be 
better used at the attention stage. We also propose a gating mechanism by using the global 
information of the two feature sources, which effectively guides the interaction between the 
two source information, and alleviates the problem of semantic noise generated during the 
fusion processing. In addition, we replace the original LSTM with the RF-LSTM. The new 
architecture not only relies on the previously hidden vector information, but also integrate 
information from future predictions to guide the current word generation, resulting in better 
performance than the original LSTM. Extensive experiments show the superiority of the 
proposed method compared with the state-of-the-art methods on the benchmark dataset. 
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