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Abstract 
 

Causality mining in NLP is a significant area of interest, which benefits in many daily life 
applications, including decision making, business risk management, question answering, 
future event prediction, scenario generation, and information retrieval. Mining those 
causalities was a challenging and open problem for the prior non-statistical and statistical 
techniques using web sources that required hand-crafted linguistics patterns for feature 
engineering, which were subject to domain knowledge and required much human effort. 
Those studies overlooked implicit, ambiguous, and heterogeneous causality and focused on 
explicit causality mining. In contrast to statistical and non-statistical approaches, we present 
Bidirectional Encoder Representations from Transformers (BERT) integrated with Multi-
level Feature Networks (MFN) for causality recognition, called BERT+MFN for causality 
recognition in noisy and informal web datasets without human-designed features. In our 
model, MFN consists of a three-column knowledge-oriented network (TC-KN), bi-LSTM, 
and Relation Network (RN) that mine causality information at the segment level. BERT 
captures semantic features at the word level. We perform experiments on Alternative 
Lexicalization (AltLexes) datasets. The experimental outcomes show that our model 
outperforms baseline causality and text mining techniques. 
 
Keywords: Causality Mining, Relation Network, Multi-level Relation Network, Relation 
Classification, Cause-effect Relation Classification 
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1. Introduction 

For decades, the researchers have focused on the Part-Whole, Employ-Employment Cause-
Effect, Product-Producer, and If-Then relationships in the text, audio, multimedia, graphics, 
and video data domains. Among those data domains, the text is significant because it 
conveys much contextual information and preserves much human intelligence. Mining the 
text domain remains an inspiring job as its work with the association of semantics, sarcasm 
syntax, ambiguous language, and metaphors construct like figurative expressions. The basic 
concept and mining rules of Cause-Effect relations or causality are different among relations. 
Understanding causality among event pairs in natural language text (NLT) is the first and 
fundamental step for text understanding. Causality plays a significant role in diverse NLP 
applications including, decision making [1], event prediction [2], [3], generating future 
scenarios and medical text mining [4], [5], and question answering [6], [7] in a wide range of 
disciplines [8] including Computer Science [9], Environmental Sciences [10], Medicine [11], 
Philosophy[12], Linguistics [13], [14], and Psychology [15], [16].  

In the past, non-statistical or traditional or rule-based, statistical or machine learning, and 
deep learning approaches are usually applied for causality mining. Non-statistical approaches 
are mainly based on manual work for constructing linguistic patterns (lexico-syntactic and 
semantic patterns) for textual feature engineering [14], [17]–[20] to mine causality in NLT. 
In these approaches, much human effort and time are needed for linguistics pattern 
engineering. Hence, no one could comprehensively achieve all linguistic patterns of causality 
because of its complex expression (morphological, syntactic, and lexical variations). In 
statistical approaches, most techniques are automated, and features are formed by refined 
feature engineering by using large corpora with label datasets [21]–[26], which leads to 
automatically mining explicit causalities, and ignoring complex and implicit causalities. In 
the early days, researchers designed rich syntactic, semantic, and lexical structures by 
polished feature engineering, where manually annotated features are wisely planned, which 
is used for particular domains and patterns. The performance of these approaches mainly 
depends on the quality of feature design, which usually depends on external NLP toolkits 
(Stanford Core NLP, SpaCy, AllenNLP, Apache OpenNLP) for designing. However, 
unfortunately, most of the toolkits are unsatisfactory and will lead to error propagation in the 
causality models.  

In the early 80s, the idea of automatic mining information from small corpora came into 
consideration. Hereafter, Selfridge [27] contributed his idea to resolve difficulties in 
automatically mining information in a meaningful way. Inspired by his work, several 
researchers focused on the causality problem. The first journey toward CM was domain 
dependency, hand-coded linguistic features, small corpora, limited resources, and manual 
annotation. This journey was challenging, cost-effective, and time-consuming for researchers 
using diverse knowledge sources such as linguistic patterns, knowledge-based inferences, 
and linguistic clues. In this direction, [28] proposed the first automated causality extractor 
tool for acquiring knowledge from Text (TAKT) using English expository text that encodes 
input text into a set of propositions. This model put forward the foundation of the first 7 

journey. This work has some drawbacks, encoding the input text into propositions 
involves extensive manual pre-processing, besides, most of the steps were domain-specific 
and were hard to implement for domain-independent data.  

Similar to TAKT, [29] presented a PROtotype TExt Understanding System (PROTEUS), 
a fully functional causality extractor network of causal and temporal relations. PROTEUS is 
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used for equipment failure messages, named Casualty Reports (CASREPs), prepared on 
board ships of the U. S. Navy. This is in direct distinction with TAKT's, which uses general 
knowledge to learn cause-effect relations. Christopher Khoo [7], [20], [30]  has published a 
series of influential works using linguistic clues. The possibility of their studies is restricted 
to the recognition of explicitly represented causality. However, they avoided domain-
dependence by previous expert systems (knowledge-based) and depended on fully linguistic 
clues. The concerned person who reads may view a more inclusive list in Khoo’s ‘Ph.D.’ 
thesis for each of these constructs [31]. Differing from [32], Girju’s [6] ML paradigm for the 
same problem is comparatively an upfront amendment of using supervised knowledge-
intensive decision tree technique C4.5 [33] to modify the semi-supervised ranking procedure 
and pattern authentication. 

By opening benchmarked corpora for several NLP jobs, including SemEval-2007, [34] 
suggested task-4 by categorizing 7 often happening semantic relations among noun or noun 
phrases. The champions of 2 tasks [35] in SemEval-2007 task-4 and SemEval-2010 task-8 
[36] use a combination of semantic, syntactic, and lexical features extracted from several 
NLP toolkits and knowledge bases (WordNet, FrameNet), using SVM classifier. Implicit 
causalities were first attempted by [22], and they replied to such queries by taking a sentence 
and two events occurring in the same sentence, one event can be taken as the cause of other 
events. The objective of this work is parallel temporal causality corpus creation. In [19], 
unambiguous discourse connectives are used for recognizing Alternative Lexicalizations 
(AltLexes) of causal relationships. They combined (FrameNet, VerbNet, and WordNet) to 
measure the correlations among tokens (words) and events, whereas the technique hardly 
grips those tokens which never been looked at in the learning phase.  

In [37], causality reactions are presented for discovering adverse drug reactions (ADRs), 
on social media platforms (Facebook and Twitter) to automatically mine lexical patterns to 
represent relations among events and drugs. The purpose of this study is to notice an 
opposing response produced by a drug instead of just being an associated signal using 
causality measures. Regardless of the enhanced performance of statistical over non-statistical 
approaches, there are some challenges in the current systems. Firstly, most of the source 
corpora for causality are implicit, heterogeneous, and ambiguous, which was cost-effective 
and time-consuming for the prior models to extract sophisticated features of causality. 
Secondly, most of the features are extracted through NLP toolkits, which are error-prone and 
caused errors in causality mining systems. Lastly, most of the approaches are domain-
specific, which needs to be re-designing for other areas. Contrary to non-statistical and 
statistical approaches, implementing DL techniques let the models target leftover challenges. 
DL techniques can automatically learn suitable features without using manual hand-crafted 
linguistics patterns and rules that let scholars mine distinct features with negligible domain 
knowledge and human effort [38]. 

In the past, most DL works were automated, primarily focused on explicit causalities, and 
overlooked implicit causalities. They detect whether the sentence or paragraph is causal or 
noncausal, and tiny devotion has been given to finding the direction of causal relations that 
which event is the cause, and which event is the effect. Though, such tasks in DL are very 
vital for scholars. In NLP, DL models use a discrete representation of tokens/words in vector 
maps called word embedding, which takes words' semantic and syntactic information [39], 
[40]. Pre-trained word embedding provides benefits including reduced training time and 
enhanced overall performance of NLP. Embedding word is a knowledgeable representation  
of words in a document, and the words which have identical meanings have an identical 
representation.  
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Among numerous DL models, the most widely used models for relation mining are CNN 
[41], RNN [42], [43], DeepCNN [44], MCNNs [45], CA-MCNN [46], FNN [47], 
Transformer Block [48],  and BERT [49], make it possible to deal with a large number of 
processing tasks without complex feature engineering. Many studies had significant success 
in applying DL to NLP tasks including named entity recognition(NER), topic 
categorization(TC), sentence classification(SC), sentiment analysis(SA), and relation 
classification(RC). In these studies, CNN with pre-trained word embedding including, 
Google News1, GloVe [50], and Pre-trained Wiki word vector2, a distributed illustration of 
words in vector space [39], [40] demonstrate a significant part to encode the linguistic nature 
of words into a fixed-size vector to reduce the dependences on NLP toolkits [51], [52]. Some 
of the important approaches are discussed in the upcoming part. Silva et al. [53] applied two 
CNN-based techniques to identify explicit, implicit, and the direction of cause-effect 
relations. The problem is designed as  3 class ordering of event/entity pairs over sentence 
context. Class 1, identifies annotated entity pair of causal direction 𝑒𝑒1 → 𝑒𝑒2 (Cause, Effect), 
Class 2, identifies 𝑒𝑒2 → 𝑒𝑒1 (Effect, Cause), and Class 3, identifies event pairs that are non-
causal.  

In [45], Multi-Column CNN with background knowledge (MCNNs +BK) is presented 
that integrates event causality candidates and contexts with relative background knowledge 
from web texts, which is a variant of CNN [54]. This technique detects useful BK scattered 
in the web archives. It is to be noted that spreading out simple CNNs to MCNN can enhance 
the model's performance. Further, MCNNs, are enhanced with causality-attention-based 
questions and answers passage [46], called attention-Multi-column convolutional neural 
network (CA-MCNN) model that is not in coincidence with [45]. The attention mechanism 
in NN has been applied to keep a network concentrated on a specific portion of the input that 
appears more proper than others [55]–[57]. In [58], a novel knowledge-oriented 
convolutional neural network (K-CNN) is proposed for causality mining. K-CNN integrate 
two networks/channel, the data oriented channel (DOC) gets major causality features, and 
the knowledge-oriented channel (KOC) adds past human knowledge to gather the linguistic 
clues of cause-effect relations. In KOC, FrameNet and WordNet are used to automatically 
generate convolutional filters instead of training the model with a huge dataset. Besides, they 
used clustering, filter selection, and additional semantic features for improving the 
performance. In [59], the context word extension (CWE) mechanism is proposed along with 
Feed-forward Neural Network (FFNN), using a tweets dataset related to the 2018 
commonwealth game held in Australia. They used background knowledge (BK) for event 
CWE, mined from news articles in causal network structure to recognize causality events. 
This was an exciting work because Tweets consist in an informal and unstructured format, 
which lacks more contextual info. In [60], a self-attentive Bi-LSTM-CRF wIth Transferred 
Embedding (SCITE) based approach is presented. They formulate causality as a sequence 
tagging problem by mining cause-effect events deprived of seeing cause-effect event pairs 
and their relationship. Furthermore, to enhance the performance, they used a Multi-head 
Self-attention [48] in the model to obtain the dependencies between causal words/tokens. 
First, they involved Flair embedding due to previous information deficiency [61]. Second, in 
text position cause  and effect are rarely far away from each other. They used the SemEval-
2010 task-8 extended annotated dataset. The Flair BiLSTM-CRF achieved an improvement 
of around 6.32% over the Bi-LSTM-CRF. 

 
1 https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit 
2 https://fasttext.cc/docs/en/pretrained-vectors.html 
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In [62], a linguistically informed architecture Bi-LSTM is used for CM. They used word-
level embedding and word linguistics features. This consists of 3 modules including 
linguistic preprocessor, resource creation, and prediction background for cause/effect events. 
After grouping and properly generalizing the extracted events and their relations, they 
created a causal graph. They used BBC News, part of SemEval2010 task-8 associated with 
the “Cause-Effect”, and Adverse Drug Effect (ADE) dataset. The proposed model enhanced 
the performance more compared to state-of-the-art approaches. In [63], a Temporal causal 
discovery framework (TCDF) is proposed that acquires a temporal causal graph by mining 
causality in a time series dataset. They used multi-attention-based CNN with a causal 
support step. This also mines time interruption between causes and the presence of its effect. 
In [64],  a novel deep CNN approach is presented, using only grammar tags of the nominal 
for mining cause-effect pairs from nominal words instead of using the exact words with their 
Wordnet and word2vec feature. In the past, most of the techniques used predefined syntactic 
and syntactic rules. On other hand, recent techniques practice shallow ML and deep neural 
networks on top of semantic and linguistic knowledge to categorize nominal word relations. 
They also used the SemEval-2010 task-8 dataset for the entire training. The drawback of this 
work is the overfitting issue, which is caused by a limited number of sample datasets. [65] 
mining causality in a short tweet text is an important and inspiring job because it contains 
informal characters, emojis, and other symbols. This method used a context word extension 
and deep causal discovery technique. In this work, 207k plus tweets associated with 
Commonwealth Games-2018 held in Australia are used by Twitter API. They improved the 
performance but has the downside of information loss. 

More recent work used a head-to-tail entity annotation technique [66] that expresses the 
entire semantics of complex causality and clearly defines entity limits in the source sentence. 
They used Relation Position and Attention-graph Convolutional Networks (RPA-GCN ), 
integrated with Graph Attention Network (GAT) and entity location perception. Where the 
attention layer is linked with a dependency tree to advance the network capacity to observe 
relational features. Additionally, a bi-directional graph convolutional network is created to 
further capture the deep interaction information between entities and relations. Lastly, the 
model iteratively predicts the relations of each word pair in the sentence and analyzes all 
causal pairs in the sentence by a scoring function. They used the SemEval-2010 task-8 
dataset for the entire training. [67], present a generative technique for causality extraction 
using pointer networks and an encoder-decoder framework. They used financial domain and 
FinCausal for experiments and they achieved very competitive performance on this dataset. 
They enhance the performance compared to the state-of-the-art- technique but required much 
more time to produce the required result. Contrary to the reviewed statistical and non-
statistical approaches, DL techniques with pre-trained word embedding are more fruitful by 
using automatic feature engineering techniques. Though DL models are based on a big 
training dataset, which covers all causality expressions in the text, a little impossible due to 
the diversity and ambiguity of phrases and words in the dataset. However, the ambiguous, 
heterogeneous, and implicit natures of causality between event pairs make them a 
challenging task. Though, the automatic features engineering for those causalities was hard 
in the existing approaches, because most of them used formal and domain-dependent 
datasets which contain explicit causalities. Inspired by [19], [45], [53], [58], we present a DL 
approach, called BERT+MFN for implicit causality recognition in the web corpus.  

The prior approaches could barely incorporate the causality problem to avoid over-fitting 
issues, especially in the web corpus. This model combines information from the connective 
(AltLex) and segments (events) level of the input sentence using multi-level investigation by 
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parsing every word (token) with its context in the segments and connective, and recognizing 
causality between segments on both sides of the connective. In summary, the proposed 
method works as follows. We used publicly available web corpus and converted them into 
their specific input formats such as AB, L, and BL. After input preparation, the embedding 
of each word is created and added accordingly. Further, the input is passed to BERT, which 
deals at the word level, and MFN (Bi-LSTM, TC-KN, RN), which deals at the segment level. 
Lastly, the feature vector of both BERT and MFN are integrated at the last layer and passed 
to the classifier for causality recognition. The objectives or contributions of this article are to 
address and apply a DL approach. However, most of the prior studies were based on rule-
based and machine-based techniques that were mostly cost-effective and had low 
performance. The challenges of causality mining are to train an enormous implicit, 
ambiguous, domain-independent, and heterogeneous dataset, which leads to causality mining 
as a critical task. In this article, different perspectives for causality are raised including,  

• We proposed a novel deep multi-feature BERT+MFN model that tackles the 
causality at the tokens (words) and events (segments) levels deprived of any 
feature engineering.  

• In BERT+MFN, BERT combines the required features at the tokens level by 
capturing long-range dependency and local context in the text and combining 
them to obtain semantic illustration at the word level that reduces limitations in 
feature engineering.  

• In BERT+MFN, the applied novel MFN that gathers key features at the segment 
level, the MFN module consists of TC-KN, bi-LSTM, and RN for relational 
reasoning. 

• The feature maps of both BERT at the token level representation (Tl_rep) are one 
of the shortcomings of BERT. To overcome the issue, we integrated MFN with 
the BERT to mine the cause-effect relationship in sentences. MFN works at 
segments level representation (Sl_rep) and this makes the proposed method novel. 
In general, the BERT+MFN has an effective reasoning potential for causality 
recognition. 

• At the level of the event, to mine the events pairs adjacent to the Altlex 
(Connective), we express the sentence as segment before connective (BL) - 
connective (L) - segment after connective (AL). Then we might mine those 
segments in the formatted pairs to recognize the semantic relationship of BL – L 
and L – AL  and Cause-Effect relationship among BL - AL / AL - BL.  

• Usefulness of the proposed work is to conduct widespread experimentations in 
publicly accessible data. The experimental analysis presents that the proposed 
model outperformed baseline methods. 

The remainder of this work includes.  Section 2, delivers an overview of the proposed 
model. Section 3 presents the proposed model architecture. In Section 4, experimental 
analysis is discussed, while the work is concluded in Section 5. 

2. BERT and Multi-level Feature Network Model 

This section explores the BERT+MFN model, in which BERT deals at the word level, 
and MFN (TC-KN, Bi-LSTM, and RN.) deals at the segment level for cause-effect 
relationship mining. This mainly targeted implicit, heterogeneous, and ambiguous causalities. 
Fig. 1; explore the architecture of the proposed model.  
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Fig. 1.  The BERT+MFN architecture. The input sentence is divided into tokens/words and segments 
and given to the input representation layer. MFN work with segment level on the right side of the 

model and BERT works with word level on the left side of the model. 

2.1 Problem Definition 

For the source sentence N, it is supposed that it contains n tokens, N = {n1, n2... ni−1, ni}, 
where ni is the filtered token at position i. Mathematically, the source sentence can be shown 
as a sequence of words or tokens n in Eq. (1). 

       𝑁𝑁 = [𝑛𝑛1, 𝑛𝑛2, 𝑛𝑛3, … ,𝑛𝑛𝑖𝑖]   (1) 
 

 The goal is to produce sentence level ŷ predication where y is the label represented by Eq. 
(2).  

 

𝑦𝑦 = �1,   𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑒𝑒𝑛𝑛𝑠𝑠𝑒𝑒𝑛𝑛𝑠𝑠𝑒𝑒 
0,  𝑁𝑁𝑁𝑁𝑛𝑛 − 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑒𝑒𝑛𝑛𝑠𝑠𝑒𝑒𝑛𝑛𝑠𝑠𝑒𝑒   (2) 
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In Fig. 2, we used three notations to represent the target sentence at the segments and 
connective level, where the maximum size of AL and BL is 1-64 words and the maximum 
size of L is 1-8 words. 
 

 
 

Fig. 2.  Representation of input sentence at segments and connective level. 
 

 
2.2 Input Representation 

For input representation, we infer the effect (BL) and cause (AL) segments near Altlex (L) in 
the input sentence, which limits the existing challenges in RNs. These segments and Altlex 
are represented as (Effect (BL) - Connective (L) - Cause (AL)) input representation for 
causality recognition. Further, to encode those segments and connectives at token level 
format, the word embedding, position embedding, and connective/segment embedding of 
each word are combined in the source sentence [48], [49]. As shown in Fig. 3 first, we 
applied a Word2Vec tool 3 to pre-train word embedding with dimension 𝑑𝑑𝑤𝑤𝑤𝑤𝑤𝑤   in ‘English 
Wikipedia dump’ and used positional embedding of dimension 𝒅𝒅𝒑𝒑𝒑𝒑𝒑𝒑 to map token positional 
information, the proposed system has no recursive architecture at the word level. Likewise, 
in the previous works for linguistics information, our model considers segment embedding 
with dimension dseg. Finally, summing the word, position, and segment embedding of each 
sentence produces a new representation 𝑥𝑥 = {𝑥𝑥1,𝑥𝑥2, 𝑥𝑥3 … , 𝑥𝑥𝑛𝑛−1, 𝑥𝑥𝑛𝑛} in E.q.(3), where 𝑥𝑥𝑛𝑛 ∈
𝑅𝑅𝑤𝑤  for tokens 𝑥𝑥𝑖𝑖  in sentence N in equation (1), and d = dwrd = dpos = dseg  are the 
dimensions of the word, position, and segment embedding that are equal. Hence, 
the 𝑥𝑥𝑖𝑖 illustration makes available the basic features for high-level modules. Further, word 
embedding, segment embedding, and location embedding have no direct relation with each 
other in the sense to affect each other’s features. They are just complementary information to 
enhance the feature engineering of each word in the input sentence.  
 

𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2,𝑥𝑥3, … , 𝑥𝑥𝑛𝑛−1,𝑥𝑥𝑛𝑛]  (3) 
 

As BERT works at the word level, so the input of the BERT is the word embedding + 
segment embedding (here segment embedding means which segment the word belongs to) + 
position embedding of each word in the sentence.  In BERT, the input sentence is given in 
sequence order, in which each word combines its word embedding + segment embedding + 
position embedding. MFN works on the segment level, so the input of MFN is the addition 
of a word embedding + position embedding + segment embedding of word in their specific 
segments (AL, BL) and AltLex/Connective(L). This shows that the input embedding of the 
proposed model is the same but the levels of input to BERT and MFN are different. 

 

 
3 https://radimrehurek.com/gensim/ 
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Fig. 3.  BERT+MFN input illustration. Input embedding is produced by summing the word, 
segment, and position embedding. 

 
2.3 Relation Network 

Relation Network is a NN shape informed module for relational reasoning. The philosophy 
behind RN development is to constrain the functional shape of NN, which captures the key 
common characteristics of relational reasoning, is data-efficient, operates on a group of 
objects, uses versatile input format (in order invariant), and learns to infer relationships. 
Generally, RN in modest is a composite function, that is represented in Eq. 4. 
 

𝑅𝑅𝑁𝑁(𝑂𝑂) = 𝑓𝑓∅�∑ 𝑔𝑔𝜃𝜃�𝑂𝑂𝑖𝑖,𝑂𝑂𝑗𝑗�𝑖𝑖,𝑗𝑗 �  (4) 
 

The input is a set of objects (O), 𝑂𝑂 = {𝑁𝑁1, 𝑁𝑁2,𝑁𝑁3, … , 𝑁𝑁𝑛𝑛}, 𝑂𝑂𝑖𝑖 ∈ 𝑅𝑅𝑚𝑚 is the ith  object, 𝑔𝑔𝜃𝜃 
and 𝑓𝑓∅ are functions with parameters 𝜽𝜽 and φ. Here, 𝑔𝑔𝜃𝜃 and 𝑓𝑓∅ are multi-layer perceptron’s 
(MLPs) and parameters are learnable weights, building RN end-to-end differentiable. The 
output of 𝑔𝑔𝜃𝜃  is called a relation, hence, the role of 𝑔𝑔𝜃𝜃  is to infer the ways that two objects 
are associated, or even associated at all. In Visual-Question Answering (V-QA) problems 
Relation Network(RN) plays a very important role, based on relational reasoning capability 
[68]. RN can efficiently combine with CNNs (DeepCNN, Knowledge-based CNN, and 
MCNN) and RNN (GRU, bi- GRU, LSTM, bi- LSTM) to increase the overall performance 
of causality mining models. RN usually works on object pairs for relation reasoning. The 
novel RN can only achieve a single-step conclusion such as, 𝑋𝑋 → 𝑌𝑌 relatively   𝑋𝑋 → 𝑌𝑌 → 𝑍𝑍. 
For those tasks, which need difficult multistep relational reasoning, [69] introduced RNN 
that works on a graph illustration of objects. In [70], a complicated reasoning capability is 
added to memory models with RN that shortened its computational complication from 
nonlinear to linear. Though, their work remains only for text and V-QA. On the contrary, we 
enhance RN with some novel feature modules for efficient relation reasoning.  
 
2.4 Knowledge-oriented Channels  

Inspired by [58], we used a knowledge-oriented channel (KC) for efficiently recognizing cue 
words, cue phrases, and keywords of causality in an input sentence. In KC, we apply ‘wf,’ a 
kind of convolutional filter automatically generated from (WordNet, FrameNet) knowledge-
bases, based on linguistic knowledge of causality. Compared to CNN filters, ‘wf’ is used to 
represent causality more precisely. The weights of ‘wf’ are the embedding of those words 
that are pre-trained and deprived of extra training, which would decrease the number of pre-
parameters of the model considerably, which reduces the over-fitting issues in smaller 
datasets. Fig. 4 represents the architecture of the KC, where the input to the KC is a sentence 
formatted into three segments BL, L, and AL. In this format, L is frequently used to 
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represent the cue phrases, cue words, and keywords (because, as result, lead to, resulted, 
trigger, and due to) of causality that appears among BL and AL. In a sentence, those cue 
phrases and keywords which appear far away from BL and AL will affect the performance of 
the model, as described above in Figure 2. Compared to [58], in KC, we focus on those 
words as an input which is included in  L, BL, and AL. Similarly, to decrease the 
morphological dissimilarities of tokens, we used WordNet tokens to make it consistent and 
kept each word in its lowercase by using a lemmatizer. And each word is converted into a 
specific input format, described above in Figure 3. In our input format, we set the maximum 
size of L is 8 words, and AL and BL to 64 words. Those sentences with less than 8 and 64 
words are padded by using padding characters with zero embedding vectors. The input 
format is created according to the maximum length of segments and connectives in the 
source datasets. As mentioned in Table 1 we consider the maximum size of input sentence is 
about 128 for all data sets. Similarly, if we try to increase the length of the input segments 
and connective, then the classifier will unable to work properly because we trained the 
classifier with the mentioned ranges. If we increase the maximum size of the input segments 
and connective, then we will require a different setup of parameters and hyperparameters 
accordingly. In future work, we will work to deal with variant sizes of input. 
 
2.5 Word Filters Archive Generation 

We have used Algorithm 1 to automatically generate ‘wf’ for KC without training the 
network on a larger dataset. These filters are the embedding of causal words, cue words, and 
cue phrases, which are extracted from WordNet and FrameNet knowledge bases [71], [72]. 
We created many diverse size filters based on the input L, AL, and BL maximum range sizes. 
The maximum size of L range from 1 to 8 words, and each BL and AL range from 1 to 64 
words. After, the ‘wf’ archive generation, the convolutional filters (ci) for every lexical unit 
(lu) is formatted as [𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, … , 𝑠𝑠𝑖𝑖] in 𝐶𝐶𝐶𝐶𝑘𝑘, (𝑘𝑘 = 1, 2, 3, 4, 5, 6, 7, 8, … … 64), the weights of 
corresponding ‘wf’ are 𝑓𝑓 = [𝑓𝑓1,𝑓𝑓2,𝑓𝑓3, … ,𝑓𝑓𝑖𝑖]𝑇𝑇 . Where 𝑓𝑓𝑖𝑖 ∈ 𝑅𝑅𝑒𝑒  is word embedding (word 
vector) of 𝑠𝑠𝑖𝑖  found by seeing the word embedding table  𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤 ∈ 𝑅𝑅𝑒𝑒×|𝑉𝑉| , and k is the 
convolutional window sizes. We followed [58] for both ‘wf’ selection and clustering to make 
‘wf’ bank generation more effective. Due to space constraints, we are unable to represent the 
whole procedure, but we summarized it to some extent. In step 1, we found all lexical units 
(lu1-lu64) of 40 causal semantic frames, recognize from FrameNet (Causation, Triggering, 
Reason, Response, Causation Scenario, and 34 frames start with cause), which are grouped 
according to the number of maximum words size (max: 1- 64).  

The “lu” used  in these causal frames are the remarkable clues and frequently happening 
words that demand causal relation in the sentence,  which can be preserved as keywords, 
clue terms, and cue phrases for causality. In step 2, we improved these ‘lu’ by considering 
WordNet for wide-ranging attention to causal words and automatically making a bank of 
causal words. In step 3, the weights of CNN's word filters originated through causal words 
and word embedding. Word filters created in Algorithm 1 have physical values that signify 
cue phrases and keywords of causality. These “wf” are created by human prior knowledge of 
causality that is more valuable than convolutional filters learned by training the network on a 
large dataset. Besides, the parameters of such filters are static values instead of free 
parameters in the network. Therefore, the number of preparameters in the network is 
pointedly reduced, which relieves the overfitting problem in a small dataset in the training. 
Finally, found diverse ranges of “wf” are produced from WordNet and FrameNet knowledge 
bases. Additionally, we have considered PropBank, VerbNet, and OntoNotes [73]–[75], 
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common knowledge bases to mine the linguistic knowledge of causality. VerbNet and 
PropBank are used to discover the reserved words of causality. Unlike FrameNet, they both 
are verb oriented and emphasize extra on the syntactic level. Therefore, numerous significant 
linguistic clues of causality including due to, lead to, because, since, and from cannot be 
mined, and several verbs with no causal sense may be mined unpredictably, which leads to 
more noises to the causality mining model. To improve the causal words originating from 
FrameNet, we used OntoNotes sense groupings, because word senses in ‘OntoNotes’ are 
more coarse-grained related to ‘WordNet’, which results in several unrelated words. 
 
Algorithm 1:  Automatic convolutional word filters generation 
 

Step 1: Find all the lexical units of 40 causal semantic frames  
from FrameNet, group them according to Number of words (max: 64).  
𝐶𝐶𝐶𝐶1 = �𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠𝑛𝑛1� 
𝐶𝐶𝐶𝐶2 = �[𝑠𝑠11, 𝑠𝑠12], [𝑠𝑠21, 𝑠𝑠22], … , �𝑠𝑠𝑛𝑛21, 𝑠𝑠𝑛𝑛22�� 
𝐶𝐶𝐶𝐶3 = �[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23], … , �𝑠𝑠𝑛𝑛31, 𝑠𝑠𝑛𝑛32, 𝑠𝑠𝑛𝑛33�� 
𝐶𝐶𝐶𝐶4 = �[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24], … , �𝑠𝑠𝑛𝑛31, 𝑠𝑠𝑛𝑛32, 𝑠𝑠𝑛𝑛33, 𝑠𝑠𝑛𝑛44�� 
𝐶𝐶𝐶𝐶5 = �[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14, 𝑠𝑠15  ], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24, 𝑠𝑠25], … , �𝑠𝑠𝑛𝑛31, 𝑠𝑠𝑛𝑛32, 𝑠𝑠𝑛𝑛33, 𝑠𝑠𝑛𝑛44, 𝑠𝑠𝑛𝑛55�� 

𝐶𝐶𝐶𝐶6 = �
[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14, 𝑠𝑠15, 𝑠𝑠16], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24, 𝑠𝑠25, 𝑠𝑠26],

[𝑠𝑠31, 𝑠𝑠32, 𝑠𝑠33, 𝑠𝑠34, 𝑠𝑠35, 𝑠𝑠36], … , �𝑠𝑠𝑛𝑛61, 𝑠𝑠𝑛𝑛62, 𝑠𝑠𝑛𝑛63, 𝑠𝑠𝑛𝑛64, 𝑠𝑠𝑛𝑛65, 𝑠𝑠𝑛𝑛66�
� 

𝐶𝐶𝐶𝐶7 = �
[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14, 𝑠𝑠15  , 𝑠𝑠16, 𝑠𝑠17], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24, 𝑠𝑠25, 𝑠𝑠26, 𝑠𝑠27 ],

[𝑠𝑠31, 𝑠𝑠32, 𝑠𝑠33, 𝑠𝑠34, 𝑠𝑠35, 𝑠𝑠36, 𝑠𝑠37], … , �𝑠𝑠𝑛𝑛71, 𝑠𝑠𝑛𝑛72, 𝑠𝑠𝑛𝑛73, 𝑠𝑠𝑛𝑛74, 𝑠𝑠𝑛𝑛75, 𝑠𝑠𝑛𝑛76, 𝑠𝑠𝑛𝑛77�
� 

𝐶𝐶𝐶𝐶8 = �
[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14, 𝑠𝑠15  , 𝑠𝑠16, 𝑠𝑠17, 𝑠𝑠18], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24, 𝑠𝑠25, 𝑠𝑠26, 𝑠𝑠27 , 𝑠𝑠28],

[𝑠𝑠31, 𝑠𝑠32, 𝑠𝑠33, 𝑠𝑠34, 𝑠𝑠35, 𝑠𝑠36, 𝑠𝑠37, 𝑠𝑠38], … , �𝑠𝑠𝑛𝑛81, 𝑠𝑠𝑛𝑛82, 𝑠𝑠𝑛𝑛83, 𝑠𝑠𝑛𝑛84, 𝑠𝑠𝑛𝑛85, 𝑠𝑠𝑛𝑛86, 𝑠𝑠𝑛𝑛87, 𝑠𝑠𝑛𝑛88�
� 

…………………………………………….. 
……………………………………………..  
…………………………………………….. 

𝐶𝐶𝐶𝐶64 =

⎩
⎪
⎨

⎪
⎧

[𝑠𝑠11, 𝑠𝑠12, 𝑠𝑠13, 𝑠𝑠14, 𝑠𝑠15  , 𝑠𝑠16, 𝑠𝑠17, 𝑠𝑠18 … 𝑠𝑠164], [𝑠𝑠21, 𝑠𝑠22, 𝑠𝑠23, 𝑠𝑠24, 𝑠𝑠25, 𝑠𝑠26, 𝑠𝑠27 , 𝑠𝑠28 … 𝑠𝑠264],
[𝑠𝑠31, 𝑠𝑠32, 𝑠𝑠33, 𝑠𝑠34, 𝑠𝑠35, 𝑠𝑠36, 𝑠𝑠37, 𝑠𝑠38 … 𝑠𝑠364], [𝑠𝑠41, 𝑠𝑠42, 𝑠𝑠43, 𝑠𝑠44, 𝑠𝑠45, 𝑠𝑠46, 𝑠𝑠47, 𝑠𝑠48 … 𝑠𝑠464],
… … … … … … … … … … … … … … … … . . … … … … … … … … … … … … … … … … … … … .
… … … … … … … … … … … … … … … … … … … … … … … … … … … … … … … … … … … …

, �𝑠𝑠𝑛𝑛641, 𝑠𝑠𝑛𝑛642, 𝑠𝑠𝑛𝑛643, 𝑠𝑠𝑛𝑛644, 𝑠𝑠𝑛𝑛645, 𝑠𝑠𝑛𝑛646, 𝑠𝑠𝑛𝑛647, 𝑠𝑠𝑛𝑛648 … … 𝑠𝑠𝑛𝑛6464� ⎭
⎪
⎬

⎪
⎫

 

 
Step 2: Extend lexical units of 𝐶𝐶𝐶𝐶1 by WordNet knowledge bases.  
     for word in 𝐶𝐶𝐶𝐶1  do  
            for synset in WordNet synsets of word do 
 

                     if        �
"due to", "result", "reason", "effect",

"cause", "𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶", "𝑟𝑟𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠",
 "because", "𝐶𝐶𝑒𝑒𝐶𝐶𝑑𝑑 𝑠𝑠𝑁𝑁"

�in WordNet gloss of  

 
                     synet then  
               for lemma in WordNet lemmas of synet do  
            𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 1 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                            𝐶𝐶𝐶𝐶1 = 𝐶𝐶𝐶𝐶1 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙 
                                    𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 2 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶2 = 𝐶𝐶𝐶𝐶2 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
                                      𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 3 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶3 = 𝐶𝐶𝐶𝐶3 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
            𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 4 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
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                               𝐶𝐶𝐶𝐶4 = 𝐶𝐶𝐶𝐶4 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
             𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 5 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶5 = 𝐶𝐶𝐶𝐶5 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
           𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 6 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶6 = 𝐶𝐶𝐶𝐶6 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
        𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 7 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶7 = 𝐶𝐶𝐶𝐶7 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
       𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 8 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶8 = 𝐶𝐶𝐶𝐶8 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
            …..…………………………………… then 
      ………………………………………… 
           ........…………………………………. then 
          ………………………………………… 
      𝒕𝒕𝒆𝒆𝒑𝒑𝒕𝒕 𝒊𝒊𝒊𝒊 𝐶𝐶𝑒𝑒𝑛𝑛𝑔𝑔𝑠𝑠ℎ 𝑁𝑁𝑓𝑓 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 == 64 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
                               𝐶𝐶𝐶𝐶64 = 𝐶𝐶𝐶𝐶64 + 𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝐶𝐶 
                                    end if  
                             end for  
                       end if  
               end for  
        end for  
Step 3: Generate CNNs convolutional filter weights.  

                for each lexical unit [𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, … , 𝑠𝑠𝑖𝑖] in 𝐶𝐶𝐶𝐶𝑘𝑘 , (𝑘𝑘 = 1, 2, 3, 4, 5,6,7,8, … ,64) do 
            the corresponding filter weights is: 
                                 𝒊𝒊 = [𝒊𝒊𝟏𝟏,𝒊𝒊𝟐𝟐,𝒊𝒊𝟑𝟑, … ,𝒊𝒊𝒊𝒊]𝑻𝑻 

                        Where 𝑓𝑓𝑖𝑖 ∈ 𝑅𝑅𝑒𝑒 is word embedding of ci found by looking 
            word embedding table  𝑾𝑾𝒘𝒘𝒘𝒘𝒅𝒅 ∈ 𝑹𝑹𝒕𝒕×|𝑽𝑽| , and k represnet  
             convolutional window size.  
     end for  

 

 
Fig. 4.  Architecture of words filters archive generation 
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2.6 BERT for Word Level Processing 

BERT depends on the original implementation of the Transformer [48]. It is very efficient to 
deal with word-level processing. BERT treats each word with its coarse-grained global long-
distance dependency and fine-grained context-dependency information. BERT acquires 
lexico-syntax knowledge and lexical semantics among words, which significantly enhance 
the performance of the proposed model at the word level. BERT keeps sure the use of a 
transformer with an attention mechanism to learn contextual relationships among tokens in a 
text [48]. Its ordinary practice that the transformer contains two distinct mechanisms, 
including an encoder that reads input text and the decoder which keeps generating the 
prediction of the task. Since BERT proposes to produce a language system in which the 
encoder mechanism is only necessary. The attention mechanism of the BERT is inspired by 
[48]. In this section, we ignore an in-depth background description of the model architecture, 
hence interested  readers refer to [49].  
The attention layer: compared to CNN and RNN the scaled Multi-head (MH) self-attention 
layers have several benefits. Primarily, in the Receptive field, every token could be extended 
to the entire sequence, deprived of long-distance dependency distribution. A high weight 
would be allocated to each significant token in the sequence. Secondly, MH and dot products 
could be adjusted separately for parallelism that is more proficient than the transformer and 
RNN. Lastly, MH self-attention layer combined information from diverse subspace 
illustrations. In scaled attention layer (SAL), the input matrix of n Query vectors 𝑄𝑄 ∈ 𝑅𝑅𝑛𝑛 ×𝑤𝑤,  
𝐾𝐾𝑒𝑒𝑦𝑦𝐶𝐶 𝐾𝐾 ∈ 𝑅𝑅𝑛𝑛 ×𝑤𝑤, and 𝑉𝑉𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝐶𝐶 𝑉𝑉 ∈ 𝑅𝑅𝑛𝑛 ×𝑤𝑤, which computes output attention score in Eq. (5). 

Attention (𝑄𝑄,𝐾𝐾,𝑉𝑉) =  SoftMax �(𝑄𝑄𝐾𝐾)𝑇𝑇
�(𝑑𝑑)� �𝑉𝑉  (5) 

As mentioned, we took input vector-matrix 𝑋𝑋 ∈ 𝑅𝑅𝑛𝑛 ×𝑤𝑤  as a Queries (Q), Keys (K), and 
Values (V) matrix, further linearly project them ‘h’ times. Properly for i-th head, the ‘Hi’  is 
represented in Eq. (6). 
 

𝐻𝐻𝑖𝑖  = Attention�𝑄𝑄𝑊𝑊𝑖𝑖
𝑄𝑄 , 𝐾𝐾𝑊𝑊𝑖𝑖

𝐾𝐾 , 𝑉𝑉𝑊𝑊𝑖𝑖
𝑉𝑉�  (6) 

 
Where 𝑊𝑊𝑖𝑖

𝑄𝑄 ∈ 𝑅𝑅𝑤𝑤×𝑤𝑤∕ℎ , 𝑊𝑊𝑖𝑖
𝐾𝐾 ∈ 𝑅𝑅𝑤𝑤×𝑤𝑤∕ℎ , and  𝑊𝑊𝑖𝑖

𝑉𝑉 ∈ 𝑅𝑅𝑤𝑤×𝑤𝑤∕ℎ  is the pre-trained projections 
matrices. Finally, every head is concatenated and map them into “MH” output space with 
pre-trained projection 𝑊𝑊𝑀𝑀𝑀𝑀 ∈ 𝑅𝑅𝑤𝑤×𝑤𝑤 in Eq. (7). 
 

MH = Concat (𝐻𝐻1,  𝐻𝐻2, … … … ,𝐻𝐻ℎ)𝑊𝑊𝑀𝑀𝑀𝑀  (7) 
 

Similarly, the same procedure is applied to the other direction because BERT is a 
bidirectional encoder. Due to space constraints, we are unable to mention the whole 
mechanism in the second direction. 
Similarly, the Feed-Forward Network (FFN) layer is the second layer, which is functional 
next to the attention sub-layer. FFN further contains 2 sub-linear layers and ReLU inside 
them. It takes input x, the output of the preceding SAL layer, shown in Eq. (8). 
 

𝐹𝐹𝐹𝐹𝑁𝑁(𝑥𝑥) = ReLU(𝑥𝑥𝑊𝑊1 + 𝑏𝑏1)𝑊𝑊2 + 𝑏𝑏2  (8) 
 

Where𝑊𝑊1 , 𝑊𝑊2 ∈ 𝑅𝑅𝑤𝑤×𝑤𝑤𝑑𝑑  are the liner projection and 𝑑𝑑𝑑𝑑 = 4𝑑𝑑  are used in the proposed 
experimentation. The BERT is stacked ‘N’ times, where the token level representation (Tl_ 
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rep)  is the final output after passing the input sentence, which is considered as the 
illustration of the sentence at the tokens level. 
 
2.7 MFN for Segment Level Processing 

Proposed work used a novel technique to recognize causality in the segment level called 
MFN module that targets causality within a sentence compared to previous relation 
classification networks. MFN consists of three different units including TC-KN, bi-LSTM, 
and RN. 
 
2.7.1 Three Column-Knowledge oriented Network(TC-KN) for Segments 
Processing 
 
Based on earlier studies, RNs usually work on object pairs. In this unit, the input sentence is 
divided into three parts including L, BL, and AL, which limits the existing challenges for 
RNs. Further, to encode those segments and connectives at the word-level style, we integrate 
the word embedding, position embedding, and segment/connective embedding of each word 
in the source sentence [48], [49].  More, it can be represented by input formats such as 𝑋𝑋𝐵𝐵𝐵𝐵 ∈
𝑅𝑅𝑇𝑇𝐵𝐵𝐵𝐵×𝑑𝑑 ,𝑋𝑋𝐵𝐵 ∈ 𝑅𝑅𝑇𝑇𝐵𝐵×𝑑𝑑 , and 𝑋𝑋𝐴𝐴𝐵𝐵 ∈ 𝑅𝑅𝑇𝑇𝐴𝐴𝐵𝐵×𝑑𝑑 . Where  𝑇𝑇𝐵𝐵 , TBLand 𝑇𝑇𝐴𝐴𝐵𝐵  are the length of tokens in 
each parts. To obtain feature maps of segments, first, we parse  𝑇𝑇𝐵𝐵, TBL, and 𝑇𝑇𝐴𝐴𝐵𝐵  into a set of 
four pair-wise objects by using the TC-KN module of the MFN unit. This module practices 
linguistics information of causality at the segment level by using WordNet4 and FrameNet5 
that capturing key linguistic signals of causality by applying convolutional word filters (wf). 
Where 'wf' is a pre-trained word embedding, automatically generated from the ‘Bootstraps’ 
dataset by using Algorithm 1 in the form of a word filter archive that helps to condense the 
overall dimensionality of the model. TC-KN can capture the location information. Different 
from [76], TC-KN convolves them into one dimensional (1d) convolutional layer 
of ‘k’ feature maps of size 𝑇𝑇𝐵𝐵𝐵𝐵×1 , 𝑇𝑇𝐵𝐵×1 , and  𝑇𝑇𝐴𝐴𝐵𝐵×1  by using convolutional ‘wf’ with 
different window sizes. Whereas, ‘k’ represents the sum of kernels. After convolution, 
feature maps of every segment is rescaled into k-dimension features vector via the max-
pooling layer. Lastly, a set of objects is produced for RN in Eq. (9). 
 

{𝑁𝑁𝐵𝐵𝐵𝐵 ,𝑁𝑁𝐵𝐵,𝑁𝑁𝐴𝐴𝐵𝐵} ∈ 𝑅𝑅𝑘𝑘  (9) 

2.7.2 Dealing with Sentence using bi-LSTM 
 
The bi-LSTM unit is applied at the token level to capture long-distance dependency, with 
this unit, the long-distance dependency and local context are combined to obtain semantic 
illustration at the tokens level, which decreases the limitation of feature engineering. Input 
representation X of the input sentence passes the bi-LSTM unit with dg-dimension hidden 
units, and the final state 𝛾𝛾𝛾𝛾𝑅𝑅2𝑤𝑤𝑑𝑑  is generated. In TC-KN, the 4 object pairs are concatenated 
with ‘ϒ’ feature vector in Eq. (10).  
 

 
4 ( https://wordnet.princeton.edu) 
5 (https://framenet.icsi.berkeley.edu/fndrupal) 

https://framenet.icsi.berkeley.edu/fndrupal
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𝑂𝑂𝑏𝑏𝑂𝑂𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝐶𝐶𝑝𝑝𝑟𝑟 = ��

𝛾𝛾; 𝑂𝑂𝐵𝐵𝐵𝐵; 𝑂𝑂𝐵𝐵

𝛾𝛾; 𝑂𝑂𝐵𝐵; 𝑂𝑂𝐴𝐴𝐵𝐵

𝛾𝛾;
𝛾𝛾;

𝑂𝑂𝐵𝐵𝐵𝐵;
𝑂𝑂𝐴𝐴𝐵𝐵;

𝑂𝑂𝐴𝐴𝐵𝐵

𝑂𝑂𝐵𝐵𝐵𝐵
��  (10) 

 
Here the “;” is a concatenation symbol for the objects vector. Further, we could simplify it 
by using the notation in Eq. (11). Where ‘#’ represents the pairwise action. Causality 
candidates BL # L specify the relation between cause-effect and AltLex, and L # AL specifies 
relation between AltLex and cause-effect, whereas the direction of causality is inferred by 
BL # AL and AL # BL. 
  

𝑂𝑂𝐵𝐵𝐵𝐵 # 𝐵𝐵 =  [𝑂𝑂𝐵𝐵𝐵𝐵;  𝑂𝑂𝐵𝐵]  𝑂𝑂𝐵𝐵 # 𝐴𝐴𝐵𝐵 = [𝑂𝑂𝐵𝐵;  𝑂𝑂𝐴𝐴𝐵𝐵] 
   (11) 

𝑂𝑂𝐵𝐵𝐵𝐵 # 𝐴𝐴𝐵𝐵 =  𝑂𝑂𝐵𝐵𝐵𝐵;  𝑂𝑂𝐴𝐴𝐵𝐵   𝑂𝑂𝐴𝐴𝐵𝐵 # 𝐵𝐵𝐵𝐵 =  [𝑂𝑂𝐴𝐴𝐵𝐵;  𝑂𝑂𝐵𝐵𝐵𝐵] 
 
The simplified form of the resulted object pair is represented by Eq. (12). 
 

Object pair = ��

𝛾𝛾; 𝑂𝑂𝐵𝐵𝐵𝐵 # 𝐵𝐵

𝛾𝛾; 𝑂𝑂𝐵𝐵 # 𝐴𝐴𝐵𝐵

𝛾𝛾; 𝑂𝑂𝐵𝐵𝐵𝐵 # 𝐴𝐴𝐵𝐵

𝛾𝛾; 𝑂𝑂𝐴𝐴𝐵𝐵 # 𝐵𝐵𝐵𝐵

��  (12) 

 
So more generally, we have modified the MFN design in a mathematical formulation and 
gained the final segment-level representation (𝑆𝑆𝐶𝐶_𝑟𝑟𝑒𝑒𝑝𝑝) ∈ 𝑅𝑅4𝑤𝑤𝑑𝑑 at the segment-level output in 
Eq. (13). 
 

Sl_rep = ∮𝜑𝜑(∑𝑔𝑔𝜃𝜃(Object pair))  (13) 
 

At the segment-level processing, the MFN module takes TC-KN to transform all segments 
into object representation ‘pairs by using KCs and passing the target sentence to bi-
LSTM to get the global ϒ’. Then integrates object pairs with ‘ϒ’ feature vectors and passes 
to RN by making a pair-wise inference to identify the relationship between segments. In the 
segment level, MFN works for relational reasoning and improves the outcome considerably.  

2.8 Causality Recognition 

The BERT+MFN recognizes causality in the source sentence based on the output of segment 
level representation �𝑆𝑆𝐶𝐶_𝑟𝑟𝑒𝑒𝑝𝑝 ∈ 𝑅𝑅𝑤𝑤+4𝑤𝑤𝑔𝑔� at the segments level and token level representation 
�Tl_rep ∈ Rd+4dg� at the tokens level. Lastly, both Sl_rep and Tl_rep are integrated into a 
unified form in Eq. (14).  
 

Uni_rep =  [𝑇𝑇𝐶𝐶_𝑟𝑟𝑒𝑒𝑝𝑝;   𝑆𝑆𝐶𝐶_𝑟𝑟𝑒𝑒𝑝𝑝]  ∈  𝑅𝑅𝑤𝑤+4𝑤𝑤𝑔𝑔  (14) 
 

In our proposed model, we used 2-layer FFN that containing  𝑑𝑑𝑑𝑑units, a ReLU function, and 
is further followed by SoftMax for final prediction in Eq. (15). 
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FFN(Uni_rep) =  SoftMax �ReLU�(𝑈𝑈𝑛𝑛𝑝𝑝_𝑟𝑟𝑒𝑒𝑝𝑝𝑊𝑊1 + 𝑏𝑏1)𝑊𝑊2 + 𝑏𝑏2��  (15) 
 

Mass discrimination among non-causal and causal samples in the target dataset leads to a big 
sample inequality problem. In such a dataset, ambiguous ‘AltLex’ like “make” is more 
difficult to infer than that holds the “cause” word. Hence, it is necessary to allocate a soft 
weight to causal and non-causal losses to allow the classifier to pay extra attention to 
ambiguous samples that are hard to recognize. Inspired [77], we used the focal loss to 
advance the normal cross-entropy (CE) loss [78], with a tunable focusing hyper-
parameter 𝛽𝛽 ≥ 0. The focal loss �𝐿𝐿𝑑𝑑𝑓𝑓� is formulated as the objective function in Eq. (16), 
where α represents the balance weight hyper-parameter.   
  

𝐿𝐿𝑑𝑑𝑓𝑓 = �
−𝐶𝐶(1 − 𝑦𝑦�)𝛽𝛽   log𝑦𝑦�                  𝑦𝑦 = 1
−𝐶𝐶(1 − 𝛼𝛼)𝑦𝑦�𝛽𝛽   log(1 − 𝑦𝑦�)     𝑦𝑦 = 0

   (16) 

 
We used the Adam optimizer for optimization [79] with 𝛽𝛽1 = 0.9,  𝛽𝛽2 = 0.999,  ∈= 1𝑒𝑒−8, 
and clip gradients norm. 

3. Experiments 

This part, explore the BERT+MFN model at the sentence level in the web corpus, which 
combines BERT with MFN for causality mining. 
 
3.1 Datasets  

Our model uses the AltLexes dataset, which includes the Training corpus, a total of 86896 
examples, of which 7606 are causal (C) and 79290 are non-causal (NC). Bootstrapped 
corpus of about 100744 examples, in which 12534 of causal and 88240 are non-causal. The 
Bootstrapped corpus is produced utilizing new AltLexes to recognize additional from the 
Training corpus, which improved the causal examples. In the Dev corpus, there are 488 
examples, of which 181 are causal and 307 are non-causal. Lastly, the Test corpora have 611 
examples, of which 315 are causal and 296 are non-causal and fine-tunes hyperparameters 
on the Dev corpus. The Test set is represented by a golden annotated set. In our experiments,  
BERT+MFN are trained on the Bootstrapped and Training set separately, but the difference 
in both datasets is the number of causal examples. In the Bootstrapped dataset, the number of 
causal examples is little enhanced, otherwise, both the dataset are the same. Table 1, 
presents the statistics of the source dataset. 
 

Table 1. Statistics of source corpus 

 

Datas
et 

Training Corpus Bootstrapped Corpus Dev Corpus Test Corpus Max Sentence 
Size (Train, 
Dev, Test) 

 
AltLe
xes 

Total C NC Total C NC Tot
al 

C N
C 

Tot
al 

C N
C (128, 128,128) 

8689
6 

760
6 

7929
0 

1007
44 

1253
4 

8824
0 

488 18
1 

30
7 

611 31
5 

29
6 
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3.2 Linguistics Background of Source Dataset 

In this part, the linguistic background of ‘AltLexes’ corpus described. In the Pine Discourse 
Tree Bank (PDTB)  [76], around 13% of explicit discourse relations are tagged causal and 
around 26% are implicit. Further, to those connectives, there exists another type of implicit, 
heterogeneous, and ambiguous relations by the name ‘AltLex’, which can denote causality 
that is unlimited and constrained as an open class of causality. In [19], the generalization of 
‘AltLex’ was prolonged by an open class of constraints, which take place with and within 
sentences. Examples in the newly produced ‘AltLexes’ corpus do not exist in explicit 
relations to PDTB corpus. The below examples explore some ‘Altlex’ in the form of 
ambiguous causal verbs and partial prepositional phrases. 

• Ambiguous causal verb: the accident made many peoples killed. 
• Partial prepositional phrase: they have made reboot with the idea of a deep network. 

The word “made” with several meanings in the first example is used to represent causality. 
However, in the second example, the expression of causality is rather unclear. Inspired by 
[19], pairs of simple English Wikipedia sentences are created for parallel corpus features and 
one sentence is taken as an input every time. Given statistics shows, the parallel dataset 
constructed in [19] has 1164 causal “AltLex”,  and about 7627 non-causal. In the meantime, 
their intersection has 155 “AltLex” that is 12.8% of causal sets and 1.9% of non-causal sets. 
According to statistics, the implicit, heterogeneous, and vague relations are observed in the 
source dataset. In such a situation, the past approaches have some demerits to make an expert 
model. Though, our proposed model could deal with these situations more efficiently. 
 
3.3 Experiments Settings 

Hyperparameters, initially we set the learning rate 1𝑒𝑒−3, and then reduced it in half later of 
the F1score stopped growing more than 3 epochs. We used 32 batch size and the epoch size 
to 20. To control the over-fitting problem, we use two kinds of regularization throughout the 
training including, a) Apply dropout for embedding submission, the output of each bi-LSTM 
layer excluding the last one, each layer in Feed-forward Network, and residual dropout of 
BERT blocks. b) Apply L2 regularization to all trainable variants and set the dropout rate to 
0.5, and the regularization coefficient  3𝑒𝑒−4 . In scaled attention layer, the stack time of 
BERT blocks is 𝑁𝑁 = 4, and attention heads  ℎ = 4. In MFN, we used a total kernel 𝑘𝑘 = 150 
with various window sizes ranging from 1 to 8 filters. We apply a two-layer bi-LSTM of 64 
units in every direction. For focal loss ∝= 0.80 and β = 4.5 are used. 
Evaluation parameter, We used diverse evaluation parameters including precision, F1 score, 
accuracy, and recall to relate the performance of BERT+MFN with the baseline techniques. 
To know the proposed approach more efficiently, we used both areas under the precision-
recall curve (AUPRC) and area under-receiver operator curve (AUROC) to estimate its 
specificity and sensitivity. 
 
3.4 Baseline Approaches 

For text classification, the most commonly used technique is TextRNN, TextCNN, DPCNN, 
and MCNNs. In this work these techniques are repeated, where TextRNN is based on bi-
GRU, which uses max pooling through all hidden units to get sentence-level embedding 
vector, then applied two-layer FFN for final prediction. This procedure is identical to our 
proposed MFN module. TextCNN [80] has a convolution layer with filter sizes 2, 3, and 4, 
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where each of them has 50 kernels, max-overtime-pooling, 2-layer FFN, and ReLU 
activation function with 0.5 dropout rate, and 3𝑒𝑒−4 L2 regularization coefficients. DPCNN 
[44] is a deep CNN network that works at a word level for topic categorization and sentiment 
classification. They do down-sampling deprived by increasing the number of feature maps, 
which allows proficient illustration of long-range relations. MCNNs [45] is a Multi-Column 
Convolutional Neural Networks that integrate event causality candidates and contexts with 
relative web texts (background knowledge). 
  
3.5 Experimental Results  

In Table 2, the detailed results of causality recognition in both Bootstrapped and Training 
datasets with their competing techniques are presented. We conducted every reproducible 
experiment in five periods and report average outcomes with standard deviation. Table 2 
represents the results of proposed and competing models on the AltLexes dataset (Training 
and Bootstrapped). In Table 2, it is reported that the proposed work on the training dataset 
enhances accuracy by a maximum of 21.29% and by a minimum of 17.2%, Recall by a 
maximum of 45.14% and minimum by 24.82%, F1-score by a maximum of 35.25% and 
minimum by 19.45%, and got 1.22 % low precision compared with the existing best feature 
engineering-based approaches. Similarly, the proposed work on Bootstrapped dataset 
enhances, Accuracy by a maximum of 8.77% and by a minimum of 5.82%, Recall by a 
maximum of 15.63% and minimum by 4.2%, F1-score by a maximum of 10.37% and 
minimum by 6.09%, and got 0.77 % low precision.  From Table 2, we can notice that 
BERT+MFN outperforms dramatically all other models. Though BERT+MFN doesn’t attain 
the top precision, it surges F1 score, Recall, and accuracy by competing methods. Moreover, 
Text CNN and feature-based SVM produces the top precision on the Training set however it 
achieved poor F1-score and recall since it emphasizes the substitutability of connectives 
through parallel samples and has similar connective that is expected false negatives.s on 
substitutability of connectives through parallel samples and have similar connective that is 
expected false negatives.  

Notably, the outcomes of BERT+MFN are stronger among Bootstrapped and Training 
datasets. Similarly, the neural network-based techniques show a significant difference and 
get more enhancements. Moreover, neural network approaches tend to obtain stable 
precision and recall except for BERT+MFN whose recall is higher than precision. It is 
observed that our model outperforms all other competing models. Notably, our model is 
more efficient on the original Bootstrapped and Training set, whereas the neural network-
based approach showed a significant difference. Our model performs well by learning 
distinct semantic representations of causality using BERT at the word level and MFN for 
causality recognition at the segment level. According to the above results, it is noted that 
deep convolutional approaches are stronger than knowledge-based and rule-based 
approaches. Additionally, BERT+MFN performed more effectively compared to the deep 
classification techniques that we have employed. This proves causality recognition is a 
difficult job that needs substantial relational reasoning ability compared to text classification. 
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Table 2. Analysis of causality recognition models. 
Datasets Training Set Bootstrapped Set 

Metrics Accurac
y 

Precisio
n 

Recall  F1- 
Score      

Accuracy Precisio
n  

Recall  F1-
Score 

Method
s 

Text 
CNN 

62.36 80.57 43.17 53.54 76.10 76.45 73.97 76.14 

 
Text 
RNN 

61.87 76.62 37.46 50.32 75.61 75.78 77.46 76.61 

DP 
CNN 

64.97 69.06 58.10 63.10 77.09 79.66 74.60 77.05 

MCNN
s 

66.45 68.97 63.49 66.12 78.56 75.99 85.40 80.42 

BERT+
MFN  

83.65 79.35 88.31 85.57 84.38 78.89 89.60 86.51 

 
For more informative analysis of the results, we have drawn Fig. 5(a), for training dataset, 
and Fig. 5(b) for bootstrapped dataset. 
 

 
 

Fig. 5(a). Analysis of proposed model using 
Training set with state-of-the-art techniques. 

Fig. 5(b). Analysis of proposed model using  
Bootstrapped set with State-of-the-art 

techniques. 
 
3.6 Analyses 
 
3.6.1 Ablation Analysis of Proposed Work 

It is imperative to explain and explore each part of the BERT+MFN along with their 
contribution. We conducted an ablation comparison by training different parts of the model 
separately. Table 3, represents the results set on both datasets, which shows that 
BERT+MFN obtains significant F1-score, AUROC, and AUPRC scores on training AltLex, 
and similarly, on bootstrapped AltLex it obtains significant F1-score and AUROC. In our 
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model both, BERT and MFN played a key role, in which MFN demonstrates the significance 
of relational reasoning capacity. BERT demonstrates the significance of the model at the 
word level. Though individually, they both are not very powerful for mining causality, and 
however, they provide important complementary illustrations at the word and segments level, 
which improves the overall performance of our model. 

 
Table 3. Ablation Analysis 

 

 
As shown in Fig. 6 (a), (b), the Ablation analysis of BERT+MFN, MFN, and BERT on Train 
Dataset: Training AltLex and Train Dataset: Bootstrapped AltLex, which make more sense 
for the reader. 

   
                       

Fig. 6(a). Ablation analysis on
 Training AltLex. 

Fig. 6(b). Ablation analysis on Bootstraped 
AltLex. 

4. Conclusion and Future direction 

This work recognizes implicit, heterogeneous, and ambiguous causality in the web corpus 
using a multi-level causality recognition model, called the BERT+MFN model. BERT deals 
with web sentences at the word levels and MFN (bi-LSTM, TC-KN, and RN) deals with 
sentences at the segments level by combing information from data using bi-LSTM at the 

Methods   Metrics 

Train Dataset: Training AltLex F1-
Score AUROC AUPRC 

BERT+MFN 85.57 87.44 88.38 

MFN 65.11 68.91 69.10 

BERT 79.17 87.19 87.30 

Train Dataset: Bootstrapped AltLex F1-
Score AUROC AUPRC 

BERT+MFN 86.51 85.34 84.33 

MFN 79.93 79.62 75.53 

BERT 86.26 85.20 84.49 
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token level to capture long-distance dependency, with this unit, long-distance dependency 
and local context are combined to obtain semantic illustration at the tokens level, which 
decreases the limitation of feature engineering, with TC-KN human prior knowledge are 
extracted from lexical knowledge bases to build an integrated sentence for causality 
recognition. We used convolutional ‘wf’ in TC-KN, which is automatically produced by 
linguistic knowledge of causality in WordNet and FrameNet knowledge archives. These ‘wf’ 
denote important linguistic clues of causality, letting the model mine these linguistic clues 
more precisely. Where NN is a relational reasoning module that captures the key common 
characteristics of relational reasoning. Compared to different causality and text mining 
approaches, our model played a notable role that inference complicated causality at the 
sentence level. Some challenges in the current system still exist, including implicit causality 
through sentences, implicit entities pairs recognition within sentences, and implicit entities 
pairs recognition through sentences. Hence, in the future, it is necessary to consider these 
challenges by creating a model to deal with implicit causality through sentences, to deal with 
implicit entity pairs within the sentence, and deal with implicit causality through sentences. 
Further, more enhanced features and external background knowledge are needed to 
strengthen the future direction.  
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