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a b s t r a c t

The diagnosis of abnormalities in a nuclear power plant is essential to maintain power plant safety.
When an abnormal event occurs, the operator diagnoses the event and selects the appropriate abnormal
operating procedures and sub-procedures to implement the necessary measures. To support this, ab-
normality diagnosis systems using data-driven methods such as artificial neural networks and con-
volutional neural networks have been developed. However, data-driven models cannot always guarantee
an accurate diagnosis because they cannot simulate all possible abnormal events. Therefore, abnormality
diagnosis systems should be able to detect their own potential misdiagnosis. This paper proposes a rule-
based diagnostic validation algorithm using a previously developed two-stage diagnosis model in
abnormal situations. We analyzed the diagnostic results of the sub-procedure stage when the first
diagnostic results were inaccurate and derived a rule to filter the inconsistent sub-procedure diagnostic
results, which may be inaccurate diagnoses. In a case study, two abnormality diagnosis models were built
using gated recurrent units and long short-term memory cells, and consistency checks on the diagnostic
results from both models were performed to detect any inconsistencies. Based on this, a re-diagnosis was
performed to select the label of the second-best value in the first diagnosis, after which the diagnosis
accuracy increased. That is, the model proposed in this study made it possible to detect diagnostic
failures by the developed consistency check of the sub-procedure diagnostic results. The consistency
check process has the advantage that the operator can review the results and increase the diagnosis
success rate by performing additional re-diagnoses. The developed model is expected to have increased
applicability as an operator support system in terms of selecting the appropriate AOPs and sub-
procedures with re-diagnosis, thereby further increasing abnormal event diagnostic accuracy.
© 2022 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

1.1. Background

A nuclear power plant (NPP) is a large complex system with
thousands of individual components. Each of them performs its
own role, influences others, and is monitored with various pa-
rameters. The operators of the main control room diagnose the
current plant state and predict the future plant state by referring to
these parameters and all alarms. In all diagnoses, safety is consid-
ered a top priority [1], and to achieve high levels of safety, NPPs
by Elsevier Korea LLC. This is an
provide operating procedures that are suitable for certain situa-
tions. The operator selects the appropriate operating procedure by
comparing it with the parameters and alarms indicating the current
status. This allows the operator to make a diagnosis appropriate for
each situation and take corrective action. The procedures that are
the focus of this paper are the abnormal operating procedures
(AOPs). The AOPs are procedures for responding to any abnormality
and consist of several sub-procedures. Each sub-procedure repre-
sents different causes of the abnormality and has different entry
conditions for each symptom and alarm. When an abnormal event
occurs at an NPP, the current symptoms are compared to the entry
conditions of each AOP and sub-procedures, and based on this the
appropriate AOP is selected and corrective action is taken. At this
point, if the situation becomes too serious to take actions through
the AOP, or the situation worsens due to misdiagnosis or incorrect
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action, the abnormal situation may become an emergency situa-
tion, causing the reactor to shut down and the plant to transit to a
high standby state [2]. Therefore, operators are trained to select the
appropriate AOPs and sub-procedures suitable for the situation
within a short time.

In the case of an accident with a reactor trip, the necessary ac-
tions are taken in reference to the appropriate emergency oper-
ating procedure, which takes only a fewminutes to identify as there
are only seven emergency operating procedures in, for example, the
Advanced Power Reactor 1400 (APR-1400) covered in this study. In
contrast, the APR-1400 includes a total of 82 AOPs with 224 sub-
procedures. Operators are trained to diagnose abnormal events,
but it is difficult to compare the numerous parameters, alarms, etc.
with more than 200 entry conditions, and this process takes a long
time [3]. In addition, clear identification of an abnormal event may
be difficult because some symptoms may be common to multiple
AOPs and involve multiple alarms that can affect each other.
Therefore, a diagnosis system that can support the operators is
needed because confusion and human error in the diagnosis pro-
cess may prevent the operator from selecting the appropriate AOP
and taking the appropriate corrective action.

1.2. Related works

1.2.1. Related research
There has been a lot of research and effort over the past few

decades to solve the problem of the difficulty in abnormal event
diagnosis. In the beginning of these studies, methods of directly
analyzing the parameters or patterns of the power plant were
applied. Horiguchi et al. [4] employed the usage patterns of 49
power plant parameters to train an artificial neural network (ANN)
to diagnose the causes of abnormalities. Lu et al. [5] introduced the
group method of data handling modeling approach for system
characterization, which works well in detecting the fault condition
of devices during transient operations. Santosh et al. [6] diagnosed
four transient initiating events using an ANN with a trained
resilient-back propagation algorithm, and later developed a
symptom-based diagnostic system to diagnose plant initiating
events and detect deviations from normal operating conditions [7].
Serker et al. [8] used Elman's recurrent neural network (RNN) to
detect bearing damage. Zio et al. [9] proposed a hierarchical
structure to perform the classification of anomalies, where the data
from known anomalies was used for one-class support vector
machine training, while a multiclass support vector machine
recognized the class to which transient data indicating anomalies
belongs. Galbally et al. [10] suggested a system that can automati-
cally classify transients using a dynamic time warping algorithm.
Tolo et al. [11] proposed a combination of a set of ANN architectures
through the use of Bayesian statistics for the detection and diag-
nosis of a loss of coolant accident. Despite the great progress, most
models have been developed to diagnose emergency situations
[12], and use only limited parameters depending on the specific
situation without considering all parameters in the power plant.
This is inadequate for diagnosing abnormal events with various
causes and symptoms.

Recently, more advanced methodologies have been proposed by
combining several machine learning algorithms or deep learning
methods. Ayodeji et al. [13] performed fault diagnosis by combining
principal component analysis (PCA) and recurrent neural network
(RNN) algorithms. PCA plays a role in feature extraction and
dimension reduction, and the developed model was applied to
diagnose a total of five faults. Peng et al. [14] used 36 plant pa-
rameters to diagnose accidents and classified faults using a deep
belief network. Furthermore, recently, models for diagnosing ab-
normalities using data-based methods with ANNs or convolutional
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neural networks have also been developed. Lee et al. [15] developed
a convolutional neural network model to diagnose abnormality in
around 10 different abnormal events. Kim et al. [16] also developed
an abnormality diagnosis model that adopts a gated recurrent unit
(GRU) and the PCA preprocessing method. In this work, the authors
proposed a two-stage GRU model, that separately diagnoses AOPs
and their sub-procedures. This model is the basis of the current
study; details of the previously developed model are given below.
1.2.2. Preceding research
In the preceding research, a two-stage model was developed to

diagnose an abnormal event by first selecting the appropriate AOP
and then selecting the appropriate sub-procedure of the AOP [16].
Since the model training, generation, and diagnosis are conducted
separately for the AOPs and sub-procedures, accuracy is improved
by reducing the number of classes to be predicted by each model.
As all 2829 parameters of the power plant simulator used for the
model's data extraction are considered for abnormality diagnosis, a
very large capacity is required, which makes pre-processing
essential. In this case, the PCA method was applied to signifi-
cantly reduce the dataset size while maintaining as much infor-
mation as possible. Pre-processing succeeded in including more
than 99% of the existing information using only 20 principal com-
ponents. The training dataset was selected based on a total of 10
AOPs of the reference APR-1400. A GRU was used in the diagnostic
model, and diagnostic accuracy was more than 99%. Fig. 1 depicts
the overall process of the two-stage model. An AOP is selected by
the main algorithm in the first stage, and the sub-procedure of the
selected AOP is selected by the sub-algorithm in the second stage.
In other words, it has advantages in accuracy and time because it
trains the model and diagnoses the AOP and sub-procedure
separately.
1.3. Purpose

Even though the abnormality diagnosis model of the preceding
study achieved a high accuracy of about 99%, research is needed to
further improve this accuracy. This is because NPPs are one of the
representative examples of safety-critical systems [17], meaning
that system failures may endanger human lives, cause significant
economic damage, or cause extensive environmental damage.
Accordingly, an extremely high level of safety is required and high
reliability must be obtained in NPPs. However, data-driven models
at present cannot always ensure accurate diagnosis because they
cannot simulate all possible abnormal events, and thus the models’
judgments need to be reviewed to improve the reliability of their
diagnosis results.

For this purpose, a self-validation process that detects a false
diagnosis by analyzing the judgment result of the model followed
by a re-diagnosis to improve the diagnosis accuracy can be the one
of the solutions. To select AOPs and sub-procedures in abnormal
situations, this study builds two separate two-stage abnormality
diagnosis models: one adopting GRUs, and one adopting long
short-term memory (LSTM) cells. Using the characteristics of the
models, we propose a rule-based diagnostic validation called the
consistency check algorithm that is used in a re-diagnosis process.
The consistency of the sub-procedure diagnostic results is checked
to filter the inconsistent results, which may be an incorrect diag-
nosis. Based on these cases, re-diagnosis selecting the second-best
AOP is performed, and accuracy is improved. In this way, this study
aims to increase the applicability of the developed model as an
operator support system by increasing diagnosis performance
through detecting the model's own misdiagnosis and re-
diagnosing.



Fig. 1. Diagnosis process of the two-stage diagnosis model using GRU [16].
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2. Methodology

2.1. Framework

To enable self-validation and re-diagnosis by the developed
model to detect misdiagnosis, we propose the following method.
Fig. 2 presents a framework that schematizes the overall process
covering data generation for the base diagnostic model, artificial
intelligence model generation, AOP and sub-procedure selection,
self-validation through a consistency check method, and re-
diagnosis. The specific steps are as follows.

C Step 1: Create a base diagnostic model referring to the two-
stage model proposed in the preceding study [16]. Use this
model to make the first diagnosis selecting the AOP and sub-
procedure.

C Step 2: Analyze the diagnostic results using the proposed
consistency check method. This method serves to filter out
Fig. 2. Framework of t
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possible cases of misdiagnosis by analyzing the results of the
sub-procedure selection. For this, a filtering method using
three factors is applied.

C Step 3: Re-diagnose the cases filtered as inconsistent with a
high probability of false diagnosis in the previous step.

C Step 4: Go back to step 2 and conduct a consistency check on
the results of the re-diagnosis, namely the new sub-
procedure selection. Repeat this process until there are no
inconsistent results.

In short, the goal is to achieve high reliability of successful diag-
nosis by performing re-diagnosis on the results that may be mis-
diagnosed. While the above steps may be repeated as many times as
necessary, in this study, we achieved improved diagnosis perfor-
mancewith only two diagnosis and consistency check processes (see
Section 4).
he current study.
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2.2. Consistency check

The first part of our proposed method is a consistency check. In
the previous section, it was discussed that the AOP and the sub-
procedure are separately diagnosed as a characteristic of the base
diagnostic model. The diagnostic process for two cases is shown in
Fig. 3 as an example. After diagnosis by applying the diagnostic
model to test dataset, the results of the selected AOP and sub-
procedure can be expressed as a probability graph over diagnosis
time. In the case of the first example, the diagnosis of the AOP and
sub-procedure was successful, with the sub-procedure graph
showing a consistent trend in which the probability value of one
label is close to 1. However, failure to diagnose shows a different
trend in the results. In the case of misdiagnosis, unlike the above
case, the sub-procedure diagnostic probability graph shows an
inconsistent trend that decreases rapidly rather than a consistent
graph close to 1.

In other words, consistent means that one label in the graph can
be inferred as the correct answer, that is, a result with a high
probability of one label is obtained. Conversely, inconsistent is a
concept proposed to indicate a case in which the diagnosis result
cannot be predicted or confirmed. This concept was applied
because if a misdiagnosis by themain algorithm led to the selection
of the wrong AOP, the sub-algorithm also selects the wrong sub-
procedures. That is, misdiagnosis by the sub-algorithm is inevi-
table, and an inconsistent graph appears due to the contradiction of
having to select one among all wrong options.

Therefore, self-validation that filters any inconsistent cases by
analyzing the sub-procedure diagnosis results is essential, and
through this process, we are able to get an opportunity for re-
diagnosis.

In order to find the optimal means to filter the inconsistent re-
sults, we first analyzed the probability graph according to the
diagnosis time of the sub-algorithmwhen the diagnosis failed. As a
result of examining the resulting graph of misdiagnosis, we
discovered trends such as multiple sub-procedure appearances, a
sharp decrease in probability, a low average value of probability, or
no sub-procedure appearances. Referring to the graphs shown in
Fig. 4, the first example is a case where dataset from SGTL was
misdiagnosed as CHRGwith several sub-procedures appearing, and
the second example is a case where dataset from RMW was mis-
diagnosed as CWS with a rapid decrease in probability. In the third
example, dataset from POSRV was misdiagnosed as RMW, showing
a trend with no sub-procedure appearance.
Fig. 3. Sub-procedure diagno
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It would be difficult to judge the graphs of these inconsistent
trends simply by looking at them. Therefore, in order to find the
reference points and conditions that can be used to filter the
inconsistent results, sensitivity studies were conducted by setting
several factors, namely an average-based filter, a drop-based filter,
and aminimumvalue-based filter. First, it can be seen that multiple
sub-procedure appearances showed a very low probability value
when the label of the maximum value was changed, and also that
the average value was likewise low. In the case of sharp decrease,
the average value after 30 s was low and the trend of decrease was
confirmed. It can be seen that the low average trend also appears in
most inconsistent cases, and the average and minimum values are
also very low in the no sub-procedure appearance trend. Accord-
ingly, the average-basedmethod can filter lowaverage value and no
sub-procedure appearance trends, and the minimum value-based
method can filter multiple sub-procedures, and no sub-
procedure. The drop-based method can filter the sharp decrease
trend. These filtering methods can be applied to several trend in
common, not to the standards created in response to one trend
each. By applying this, the threshold of each filtering method is
adjusted little by little to find the optimal condition. Fig. 5 shows
examples of these filtering methods. The first factor checks
whether the average probability value after 30 s is lower than a pre-
determined threshold. The second factor compares the early and
the later sections or the middle and the later sections in 1 min to
checkwhether the probability decreases bymore than 0.1. The third
factor checks whether the minimum value of the probability is
lower than a pre-determined threshold. It is necessary to find the
optimal combination while finely adjusting the threshold condi-
tions of these factors, because the more cases of failed diagnosis
filtered as inconsistent and the more cases of successful diagnosis
filtered as consistent, the better the filtering performance. In other
words, a consistency check is performed on the sub-procedure
diagnosis results obtained by the base diagnostic model, which
makes it possible to identify a misdiagnosis from an inconsistent
result, giving an opportunity for re-diagnosis.
2.3. Re-diagnosis

The second part of the proposed method is re-diagnosis. Re-
diagnosis is required any results of the consistency check are
filtered as inconsistent. When moving to re-diagnosis, the AOP with
the highest probability is excluded from the procedure selection
process of the main algorithm of the previous first diagnosis. In
sis result graph trends.



Fig. 4. Example of inconsistent sub-procedure diagnostic results.

Fig. 5. Example of three filtering methods in the sub-procedure diagnostic result graphs.
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more detail, re-diagnosis is performed by arbitrarily assigning a
value less than 0 to the AOP misdiagnosed in the first diagnosis and
then selecting the second-best procedure with the highest value
among the remaining AOPs. The sub-procedure is also selected
from among the sub-procedures corresponding to the second-best
AOP. This process is illustrated in Fig. 6.

3. Experimental setting

3.1. Data configuration

Training datasets are needed to create the base abnormality
diagnosis model. In addition, large amounts of datasets are needed
to compare with the results of the previous study and for more
realistic analysis. However, due to the lack of records of abnormal
events in actual NPPs, we used a simulator to extract data from
scenarios of abnormal events that could actually occur. In this
study, a 3KEYMASTER full-scope simulator made by Western Cor-
poration Services was used [18], as shown in Fig. 7. As a simulator of
a 1400 Mwe pressurized water reactor, it has the advantage of
being able to apply abnormal scenarios of the APR-1400 referenced
Fig. 6. Process of re-diagnosis se
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in this study. In particular, since the simulator covers almost all the
components and functions of an actual NPP system, it shows
symptoms similar to those in real abnormal events in actual NPPs. A
pre-written scenario script was applied to inject the intended
abnormal symptoms, after which changes in a total of 2829 pa-
rameters for 1 min were recorded and saved.

The scenarios were selected based on the cases in which
abnormal symptoms were sufficiently realized through the 3KEY-
MASTER simulator. 19 AOPs were selected by adding scenarios
judged to be implementable in the simulator to 10 AOPs selected in
the preceding study [16]. To obtain the dataset, we first set the
initial conditions of the simulator to 100% power generation
without any events. The scenario suitable for each AOP and the sub-
procedure was manually implemented and the corresponding
malfunctions, indicating component failures such as valve opening/
closing failure, or pump stop, were injected.

In order to diversify the scenarios, 300 datasets were generated
for each sub-procedure by finely dividing the area between the
minimum and maximum values of the function and combining the
time of the change of the function value and the switching condi-
tions. The dataset selected all 2829 parameters that could indicate a
lecting the second-best AOP.



Fig. 7. Screenshot of the 3KEYMASTER NPP simulator.
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change in the state of the simulator. The simulator was executed by
inputting the preset scenario files. 2829 parameters accumulated
state values once per second to obtain 2829 � 60 variables per
scenario.

In the simulations, cases in which an alarm was generated but
the reactor tripped within 1 min and cases in which there was no
alarm or variable change for 1 min were excluded.

Unlike the previous study that selected 10 AOPs [16], the current
study selected 19 AOPs because more results are required to
analyze cases of misdiagnosis. The 19 total AOPs with 34 sub-
procedures selected and simulated from abnormal scenarios in
this work are listed in Table 1.

The 19 total abnormal events corresponding to the selected
AOPs mainly comprise events that are important in terms of
probability of occurrence or outcome. These abnormal events cover
the full range of NPP primary, secondary, and support and safety
systems. In addition, the relevance of each target system and the
number of sub-procedures were also considered. Out of the total 34
sub-procedures, 32 procedures generated 300 datasets for each
procedure, and 2 procedures generated 30 and 260 datasets,
respectively, depending on the simulator situation. In addition, 300
datasets of a normal statewere also generated, resulting in a total of
10,190 datasets.

3.2. Model training

Based on the extracted training datasets, it is necessary to create
a model for diagnosing NPP abnormalities. For model training, a
total of 20 labels were considered by combining the 19 AOPs and
the normal state in the main algorithm, and the sub-algorithms
were trained separately for each abnormality and the correspond-
ing sub-procedures were considered in 19 sub-algorithms. Of the
3625
total 10,190 datasets, 1978 datasets, or 20% of the 9890 datasets
corresponding to the abnormality dataset, were excluded to be
used as test datasets. The remainder was used as training datasets
for model training. That is, the dataset can be largely divided into
training and test datasets. For example, out of 300 datasets from
one sub-procedure, the 5th, 10th, 15th … 300th datasets are set as
the test dataset, the remaining 240 datasets will be the training
dataset.

It may be said that an RNN is a suitable algorithm for processing
the data of an NPP simulator having the characteristics of time
series data. However, it has a disadvantage of deteriorating per-
formance as the time delay increases in the backpropagation pro-
cess. Therefore, we went through the process of creating models
separately using LSTMs and GRUs, algorithms shown to solve the
long-term dependency problem of existing RNNs [19].

In the training process, K-fold cross-validationwas performed to
evaluate the performance of the developed model. Setting K ¼ 5,
this method randomly divides the training datasets into five
groups, trains the model using the datasets from four groups as
training datasets, and then conducts testing using the remaining
group. A total of five validations were made by repeating this
process while varying the validation dataset group [20,21]. In this
process, k-fold cross-validation is performed to create five models
from the same dataset. The 1/n of training datasets may be vali-
dation datasets arbitrarily according to the number of repetitions
(n) set for the k-fold cross-validation. This validation dataset is not
fixed, but is randomly changed by repeating cross-validation of the
model.

When we measured the training accuracy of the model
following the above training process, the average accuracy was
about 99% in the main algorithm and 100% in the sub-algorithm.
The accuracy of the main algorithm can be seen in more detail in



Table 1
Selected AOPs and sub-procedures.

AOPs Sub-proceduresa

Steam generator tube leakage (SGTL) SGTL
Charging water system abnormality (CHRG) CHRG[PM], CHRG[VV], CHRG[LN]
Letdown water system abnormality (LTDN) LTDN[LN], LTDN[VV]
Condenser vacuum abnormality (CDS) CDS
Pilot-operated safety relief valve leakage (POSRV) POSRV[VV]
Reactor makeup water tank valve abnormality (RMW) RMW[LL], RMW[LH]
Circulating water system abnormality (CWS) CWS[LN], CWS[VV], CWS[PM]
Main steam isolation valve abnormality (MSIV) MSIV
Reactor coolant pump abnormality (RCP) RCP[LC], RCP[SD], RCP[SL]
Main steam system abnormality (MSS) MSS[VV], MSS[LN]
Pressurizer pressure low abnormality (PZR) PZR[VV], PZR[AV]
Low pressure feedwater heater level high abnormality (LFH) LFH[VV], LFH[TB]
High pressure feedwater heater level high abnormality (HFH) HFH[VV], HFH[LN], HFH[TB]
Main feedwater pump recirculation valve abnormality (MFW) MFW[VV]
High pressure turbine control valve abnormality (TCS) TCS[VV]
Turbine generator building closed cooling water system abnormality (CCS) CCS[PM]
Component cooling water system abnormality (CCW) CCW[SL], CCW[XL]
Spent fuel pool cooling abnormality (FPC) FPC[PM], FPC[VV]
Turbine control oil system abnormality (MTC) MTC[PM]

a PM: pump trip, VV: valve abnormality, LN: line (tube) leakage, LL: low level, LH: high level, LC: CCW loss, SD: seal damage, SL: seal injection
water loss, AV: auxiliary valve abnormality, TB: tube rupture, XL: heat exchanger leakage.
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Table 2. The sub-algorithm showed 100% accuracy in all 19 algo-
rithms. Very high accuracy is inevitably obtained because the sub-
algorithm selects one among only two or three sub-procedures of
each AOP. At this time, in the case of an AOP with only one sub-
procedure, there is only one option for sub-procedure selection,
so even if the AOP is misdiagnosed, the sub-procedure diagnosis
results are bound to be consistent. In this case, a classificationmodel
cannot be created. In addition, the more various patterns are
learned, the more the accuracy can be increased. Therefore, two or
three grouped sub-procedures make one sub-algorithm and share
it to diagnose sub-procedures. Of the total 19 AOPs, SGTL, POSRV,
and MFW share one sub-algorithm, CDS, MSIV, and TCS share one,
andMTC, and CCS share one, so this gives a total of 14 different sub-
algorithms.

Comparing this in a diagnostic graph, it can be seen that there is
a significant difference. The left panel of Fig. 8 shows a consistent
result because there is only one option for the sub-procedure
diagnosis despite the misdiagnosis by the main algorithm.
Conversely, the right panel shows inconsistent results according to
the misdiagnosis because several sub-procedures were grouped
and trained together in the sub-algorithm. Therefore, since the sub-
algorithm selects one among the two or three sub-procedures, if
the result of this selection is inconsistent, the previous AOP diag-
nosis is highly likely to be wrong.
3.3. Consistency check criteria setting

As mentioned in Section 2.2, most successful diagnoses show a
consistent trend, while a misdiagnosis shows an inconsistent trend.
Such inconsistent results were classified into three types, as shown
in Table 3. However, there were cases in which there was an
opposite tendency in the early stage of this work. The criteria and
thresholds of consistency to minimize these opposite cases were
empirically selected through several experiments. Initial tests and
Table 2
Cross-validation average accuracy of the first stage.

Main algorithm #1 #2 #3 #4 #5 Average

GRU 0.9977 0.9982 1.0000 0.9542 1.0000 0.99
LSTM 0.9994 0.9994 0.9994 0.9918 0.9994 0.9978
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sensitivity studies were conducted to establish conditions and
criteria for optimizing the performance of the consistency check.

In the sensitivity studies, we set different factors that filter out
the inconsistent results. The three factors were an average-based
filter a), a drop-based filter b), and a minimum value-based filter
c). By finely adjusting the conditions of these factors, we could find
their optimal combination. Consistency checks performed while
changing the criteria and threshold of each factor revealed that the
number of cases detected as inconsistent also changed as the
threshold of each factor changed. Therefore, the optimal conditions
were selected according to adjusting the combinations of the nu-
merical values of each factor; the results are shown in Table 4. The
figure in (a) is based on whether the average value in the second
half is below the corresponding numerical value. The factor (b)
checks whether it decreases by comparing the early and the later
sections or the middle and the later sections. In this case, the
probability values of each section were compared by setting the
early section to 10 s, themiddle section to 30 s, and the later section
to 60 s. Therefore, it can be understood that if 10 and 60 are pre-
sented in Table 4, the early and later sections are compared, and if
30 and 60 are presented, the middle and later sections are
compared. The figure in (c) is to see if the minimum value is less
than or equal to the numerical value in the trend of the dataset for
60 s.

The more cases in which failed diagnoses are filtered as incon-
sistent and themore cases inwhich successful diagnoses are filtered
as consistent, the better the filtering performance is. In the GRU
diagnostic model, when the threshold of the average-based filter
was 0.5 and a minimum value-based filter was 0.1, that is, condi-
tions 1 and 3 were the best combination criteria. In the LSTM
diagnostic model, conditions 3, 4, 7, and 8 were the best criteria.
Accordingly, it was found that the best condition common to both
diagnostic models was condition 3, and therefore the consistency
check was performed based on condition 3.

4. Results

4.1. Base model diagnosis

First, diagnostic results were obtained from the base model, as
shown in Table 5. More specifically, the results are from a total of
1978 test datasets applied to two separate two-stage models based



Fig. 8. Comparison of misdiagnosis results between sub-algorithms with one sub-procedure (left) and several sub-procedures (right).

Table 3
Classification into three inconsistent types of sub-procedures.

Type GRU LSTM

Multiple sub-procedures 2 1
Rapid reduction 3 2
No sub-procedures 5 5

Table 5
Diagnostic results of the base model.

# of cases Success Failure Misdiagnosis rate Diagnosis accuracy

GRU 1978 1945 33 1.668% 98.332%
LSTM 1978 1962 16 0.809% 99.191%
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on GRU and LSTM. In Table 5 and the following tables, the misdi-
agnosis rate and the diagnosis accuracy are defined as follows:

C Misdiagnosis rate: Diagnosis failure cases
All cases

C Diagnosis accuracy: Diagnosis success cases
All cases

In the GRU model, there were 33 diagnosis failures, and the
misdiagnosis rate was 1.668%. In the LSTM model, there were 16
diagnosis failures, and the misdiagnosis rate was 0.809%.
4.2. Consistency check

By performing a consistency check, the results could be orga-
nized by dividing them into consistent and inconsistent. When the
consistency check was performed in the current case study based
on the diagnosis results of the basemodel, 7 cases in the GRUmodel
and 13 cases in the LSTMmodel were filtered as inconsistent; this is
schematically illustrated in Fig. 9 and Fig. 10, respectively. Here, it
can be seen that the misdiagnosis rate was reduced after filtering
(excluding) the inconsistent labels. Results are summarized in
Table 6.

It is necessary to explain in more detail the concepts of consis-
tent or inconsistent and diagnosis success or failure shown in
Table 4
Sensitivity study of filtering factors.

Factor Inconsistent (GRU)

(a) (b) (c) Diagnosis success

1 0.5 10 60 0.1 0
2 0.5 10 60 0.2 1
3 0.5 30 60 0.1 0
4 0.5 30 60 0.2 1
5 0.6 10 60 0.1 3
6 0.6 10 60 0.2 3
7 0.6 30 60 0.1 3
8 0.6 30 60 0.2 3
9 0.7 10 60 0.1 24
10 0.7 10 60 0.2 24
11 0.7 30 60 0.1 23
12 0.7 30 60 0.2 23
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Table 6. As proposed in this work, the consistency check is impor-
tant to filter out uncertain results in situations where the operator
does not know whether the diagnostic results are accurate. In the
case of a consistent result, since it is a confirmed result, whether the
diagnosis is correct or not can be expressed as diagnosis success or
diagnosis failure. But in the case of an inconsistent result, re-
diagnosis is required, and therefore it can be considered as an un-
known result rather than diagnosis failure.

Accordingly, looking at the results after the consistency check,
the misdiagnosis rate decreased from 1.668% to 1.314% because 7
cases out of 33 diagnosis failures were excluded as inconsistent in
the GRU model. In the LSTM model, the misdiagnosis rate
decreased from 0.809% to 0.151% because 13 cases out of 16 diag-
nosis failures were excluded as inconsistent. In other words, while
the diagnosis success rate remained the same, the misdiagnosis
rate was lowered from the creation of the inconsistent label.
4.3. Re-diagnosis

Re-diagnosis is necessary for the results filtered as inconsistent
in the previous consistency check. The process from the first
diagnosis results through the consistency check to re-diagnosis can
be simply illustrated for the GRU and LSTMmodels as shown in top
panels of Figs. 9 and 10, respectively. As shown in Figs. 9 and 10 and
Table 6, there were 7 cases of inconsistent in the GRUmodel and 13
Inconsistent (LSTM)

Diagnosis failure Diagnosis success Diagnosis failure

9 3 8
9 3 8
9 1 8
9 1 8
9 3 8
9 3 8
9 1 8
9 1 8
9 47 8
9 47 8
9 20 8
9 20 8



Fig. 9. Diagram of the consistency check and re-diagnosis results of the GRU diagnostic model.

Fig. 10. Diagram of the consistency check and re-diagnosis results of the LSTM diagnostic model.

Table 6
Consistency check results.

# of cases Consistent Inconsistent Misdiagnosis rate Diagnosis accuracy

Success Failure

GRU 1978 1945 26 7 1.314% 98.332%
LSTM 1978 1962 3 13 0.151% 99.191%
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Table 7
Re-diagnosis results.

# of cases Consistent Inconsistent Misdiagnosis rate Diagnosis accuracy

Success Failure

GRU 1978 1951 26 1 1.314% 98.635%
LSTM 1978 1975 3 0 0.151% 99.848%
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cases in the LSTM model. When a re-diagnosis of these cases was
conducted, 6 cases were successfully re-diagnosed and shown as
consistent in the GRU model, and all 13 cases were successfully re-
diagnosed and shown as consistent in the LSTM model. This is
expressed in Table 7. As the number of cases of diagnosis success
increased through re-diagnosis, the diagnosis accuracy was also
improved in both models.

5. Discussion

We created a diagnostic model using GRU and LSTM, and we
were able to confirm the diagnostic prediction results using the
time series data of the nuclear power plant simulator. Through PCA
preprocessing, it was possible to preserve 99% of the original data
information using only 20 PCs with 2829 parameters. This pre-
vented many parameters from complicating the diagnostic algo-
rithms and also reduced computational time. Subsequently, it was
found that there was a difference in the case of diagnosis success
and failure by graphing the diagnostic prediction values for 1min. If
misdiagnosed in the first stage, inconsistency is clearly visible in
the graph of second stage because the sub-algorithm of other AOP
misdiagnosed is brought and diagnosed. Organizing this into
several cases, various methods have been proposed, tested, and
many attempts have been made to find more accurate filtering
conditions. Based on this, it was confirmed that the filtered
inconsistent cases found the correct answer through re-diagnosis.

We compared the diagnosis results of the base model, the re-
sults of a consistency check of the first diagnosis, and the results of
one re-diagnosis in section 4. Through the self-validation process
that filters misdiagnoses as inconsistent through the consistency
check, the misdiagnosis rate could be reduced, and based on this,
re-diagnosis was conducted which increased the overall diagnosis
accuracy.

After that, future efforts are needed to increase the model per-
formance and apply it in actual plant situation. In this study, model
construction and diagnosis were performed by applying only 19
AOPs, which still insufficiently reflect the actual 82 AOPs of the
reference plant. In addition, since the experiments were conducted
with data obtained through a simulator on account of the lack of
records of abnormal events in actual power plants, it is necessary to
solve the noise problem, which refers to discrepancies between real
and simulated plant data.

Moreover, this study considered only three filtering methods in
the consistency check. It will be possible to further improve the
accuracy of the model by applying various alternative filtering
methods. In addition to comparing the trends with the thresholds
in the consistency check, applying another algorithm in the filtering
process can also be attempted.

6. Conclusion

In this study, a method was proposed for improving the accu-
racy of abnormality diagnosis in an NPP through adding self-
validation and re-diagnosis features to an abnormal event diag-
nostic model. NPPs have numerous parameters and alarms that
change over time, which can be monitored and used to diagnose
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the plant condition. Abnormal events occurring in NPPs have a
lower risk than ones in emergency situation, but since there are
dozens of possible abnormalities, it is quite difficult to consider
them all in a short time for accurate diagnosis, where operators
should compare parameters and alarms to select the appropriate
operating procedures to make a situation-specific diagnosis and
take corrective action. In this light, if a misdiagnosis or wrong ac-
tion is taken, the situation may worsen, resulting in a shutdown of
the reactor and transition to a hot standby state. Accordingly, a
neural network model for diagnosing abnormalities has been pre-
viously developed, but since accurate diagnosis cannot always be
guaranteed, the diagnostic model should be able to detect and re-
view possible misdiagnosis on its own.

The proposed method comprises a review of the initial diag-
nostic results, a consistency check, and self-validation and re-
diagnosis processes. First, the appropriate AOP and sub-procedure
are diagnosed using the two-stage model, and the results are
analyzed to find the optimal filtering method for the consistency
check. Diagnosis accuracy can be improved by performing re-
diagnosis on the inconsistent cases with a high possibility of
misdiagnosis obtained through the consistency check. While the
levels of increased accuracy may seem numerically small, any
improvement is highly significant due to the nature of NPPs
requiring extremely high reliability.

Finally, the possibility is open to develop the model into a
recursive structure by applying re-diagnosis and termination
criteria. Through this, a recursive model can realize very high ac-
curacy, which further increases its applicability as an operator
support system in real plants.
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