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I. INTRODUCTION  

The system architecture of industrial IoT applications, 
including smart factory and process plant, is developing 
based on a service-oriented architecture that supports cus-
tomized production management based on customer order 
[1]. This is because it is necessary to meet the demand for 
timely release of new products and to support elastic 
changes in the manufacturing process according to market 
demand patterns for products and price change of product 
raw materials. Therefore, smart factory systems are re-
quired to be designed with the flexibility of adding, remov-
ing, and changing system components while maintaining 
the quality of services of the system. This needs a low-cost 
solution to manage changes in the attributes of management 
resources that make up systems such as sensors, actuators, 
and application services, including routine maintenance 
problems. To meet these needs, the architectural features of 
the system for the industrial IoT application shows the fol-
lowing three changes. 
  

- Sensor Layer: widely use of smart sensors to support im-
plementation of plug-and-play concept when connecting 
sensors to network edge devices. 

- Middleware Layer: Enhancement of middleware capabil-
ities that enable transparent connectivity of application 

services, sensors, and subsystems. regardless of the un-
derlying protocol implementations. 

- Application Layer: Enrichment of software development 
framework to support data format-independent applica-
tion service implementations. 

 
Open source hardware-based IoT sensor terminals that 

integrate embedded systems, wireless communication, and 
sensor technologies into one device are becoming wide-
spread. The popularity of IoT device development using Ar-
duino, Raspberry Pi, and Intel Edison products is driving 
market changes to replace existing industrial control system 
technologies based on PLC and PC with IoT technologies. 
These market changes are making various attempts to solve 
the problem of space constraints and reduction in imple-
mentation costs that existing industrial control systems do 
not solve to build the smart factory applications through IoT 
technology applications. 

In smart factory applications, the management of sensor 
data requires two challenges to be addressed. The first chal-
lenge is to design a manageable sensor data structure in con-
sideration of IoT sensor devices in heterogeneous distrib-
uted environments. According to the addition, removal, and 
change of the sensor, dynamic change of device manage-
ment information is accompanied. Therefore, it is necessary 
to design a structure of storage data to accumulate sensor 
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data by reflecting these characteristics. 
The second challenge is to design a system architecture 

that supports solving the first challenge. Whenever IoT sen-
sor devices are installed, changed, and removed every time, 
sensor management information suitable for sensor data 
storage structure cannot be obtained manually through 
physical access. Therefore, it is necessary to design a sys-
tem architecture and protocol between IoT sensor devices 
and application services in which IoT sensor devices and 
servers interact so that sensor data with sensor data struc-
tures that meet service needs can be collected. 

These two challenges require the implementation of the 
concept of two consecutive plug-and-play as shown in Fig. 
1. In Fig. 1., the implementation of the “1st plug-and-play” 
means plug-in the sensors into the IoT device, and the “2nd 
plug-and-play” means plug-in the IoT devices into services. 
Plug-in the sensors into the IoT device requires a user (or 
field operator) to do very time-consuming works such as 
the following: After physically connecting sensors and IoT 
devices, the user must run the software of the DAQ (Data 
Acquisition) system, set each sensor individually, select the 
correct gain, enter the engineering unit, apply appropriate 
scaling and offset factors, and name each channel. This 
work will run several hours of inquiry between the datasheet 
and the DAQ system software for each sensor, sometimes 
tracking the signal cable from the sensor to the DAQ system 
to ensure that it has not been misconnected. Moreover, in this 
work, it is too difficult to consider the concept of enterprise-
level management in relation to sensors. 

An open industry standard to support the development of 
plug-and-play smart sensors is the IEEE 1451.4 smart trans-
ducer interface standard [2]. Sensor descriptor data, called 
TEDS (transducer electronic data sheet), is stored in 
memory (PROM, EEPROM) within the sensor. TEDS data 
specifies the type of sensor present, describes its interface, 
and provides technical information such as manufacturer, 
type number, serial number, sensitivity, calibration date, 
reference conditions [3]. 

Using TEDS data, it is possible to develop various sensor 
management and monitoring applications, including auto-
matic discovery and configuration of sensors. Sensor de-
vices developed based on the IEEE 1451.4 standard are also 
called the plug-and-play sensor or the TEDS sensor [4]. 
TEDS sensor solves the difficulties users face when plug-
ging in sensors to IoT devices through TEDS data provided 
by sensor device manufacturers and TEDS application soft-
ware that deals with them. The TEDS application software 
connects computers and sensor devices with standard inter-
faces such as USB and RS-232C, and supports reading, ed-
iting, converting, and writing of TEDS data in the sensor's 
internal ROM memory. 

To create TEDS sensors using a legacy sensor that does 
not support TEDS, there is a way to use ROM memory such 
as Maxim's DS24B33 EEPROM, which supports the Mas-
ter/Slave 1-wire protocol. After interfacing this EEPROM 
between IoT devices and legacy sensors, TEDS data is writ-
ten to the EEPROM via software programming. Through 
the connection between PC and IoT devices, TEDS data can 
be written in EEPROM using open source OneWire library 
[5]-based programming [6]. Another way to create TEDS 
sensors using legacy sensors is to use software that supports 
DAQ and TEDS data editing, such as LABVIEW of Na-
tional Instrument. These software supports the creation of 
virtual TEDS data files for legacy sensors at the software 
level. Sensor device developers can edit the desired sensor 
management information into a virtual TEDS file and then 
use the software to write the virtual TEDS file in EEPROM 
in binary format [7]. This is similar to writing the firmware 
software in ROM via Rom Writer software after program 
source coding is completed. 

In addition, there is a standard called the intelligent platform 
management interface (IPMI) [8], which provides the hard-
ware management interface required to monitor the perfor-
mance and status of the hardware on most PCs and server 
computers. Windows and Linux OS provide the implemen-
tation of this IPMI standard as a set of system commands 

 
Fig. 1. The challenge of our research work: How to integrate the concept of two consecutive plug-and-play for smart sensor management.
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and programming interfaces [9]. In industrial IoT applica-
tions, development of plug-and-play smart sensor applica-
tions based on IPMI interfaces using small PCs is active. 
There is a method[x] of storing and applying sensor man-
agement information in SDR (Sensor Data Repository) [10] 
in a form similar to TEDS data structure by connecting sen-
sors and small PCs with USB, Bluetooth, and WiFi.  

Even if IoT sensor devices support IEEE 1451.4 stand-
ards, it is difficult to automatically plug devices into smart 
factory or process plant control systems. For this to be pos-
sible, the system must support three problem-solving. Dis-
tributed IoT sensor devices should be connected to appro-
priate services, data collection protocols that conform to 
service data storage structures should be supported, and 
management of IoT sensor devices should be supported at 
the enterprise level. if IoT sensor devices support IEEE 
1451.4 standards, it is difficult to automatically plug de-
vices into smart factory or process plant control systems. 
For this to be possible, the system must support three prob-
lem-solving. Distributed IoT sensor devices should be 
properly connected to services, data collection protocols 
that conform to the service data storage structure should be 
supported, and management of IoT sensor devices should 
be supported at the enterprise level.  

When management events such as physical addition, re-
moval, and modification of IoT sensor devices are issued as 
maintenance activities, the management domain, produc-
tion line, control group, device identifier and service con-
nection network of IoT sensor devices are not automatically 
maintained.  

Therefore, the system should be able to maintain the ser-
vices regardless of the occurrence of the management 
events.  

When various sensors are connected to a network edge 
node, the research results to support the concept of a plug-
and-play sensor are as follows. 

[11] presents a virtual TEDS-based framework that helps 
the development of plug-and-play IoT sensor devices 
(smart sensor devices) for web of things implementation 
without TEDS data structures and firmware programming 
knowledge. [12] presents a smart sensor implementation 
that performs sensor management in remote applications by 
embedding TEDS data in an embedded sensor device. [13] 
presents the development result of managing the RFID sen-
sor system through a virtual TEDS data editing tool that 
supports RFID sensor data management. [6] introduces an 
approach that turns non-TEDS sensor devices into plug-
and-play smart sensors. This work also introduces the de-
velopment method of a writer tool that stores the virtual 
TEDS created using a commercial virtual TEDS editing 
tool as binary TEDS data in the EEPROM of the sensor de-
vice, and a mobile parser that converts the binary TEDS 

data into programmable data.  
The research works that provide flexibility in system re-

source management by connecting distributed IIoT devices 
on a service-oriented basis are as follow. 

[14] presents a framework for integrating and managing 
industrial IoT devices using OpenPnP reference structures. 
[15] presents an approach to the service-oriented system re-
source management by designing the OPC UA system ar-
chitecture, which is a de facto standard in the traditional 
control system industry, based on the RESP protocol. 

[16] presents a method to analyze the requirements for 
managing IoT devices based on open source platforms and 
evaluate solutions that correctly connect to application 
needs. [17] presents a service management method that sup-
ports the self-awareness of low-power IoT edge devices. 
[18] presents a virtual service device management tech-
nique for building a Universal PnP-based IoT network. [19] 
presents challenges and solutions in edge computing for 
building industrial IoT systems. 

As the interface technology of the sensor device that 
measures a physical quantity continues to develop, it has 
come to support wired and wireless Internet connection. 
Therefore, the IEEE1451 standard is also upgrading the 
version. Existing research works have proposed methods to 
describe the specification of a sensor device based on the 
IEEE 1451.4 TEDS template and to embed it in the sensor 
internal memory as binary data. However, when a sensor 
management event occurs, it is difficult to find works in 
which a sensor device prepares a data protocol suitable for 
a service data storage structure. Therefore, a research work 
that implements the concept presented in Fig. 1 is neces-
sary. Moreover, existing research on sensor management 
does not focus on management events such as process man-
agement and maintenance problem solving in industrial 
IIoT environments. Therefore, it is difficult to find a way to 
support maintenance of the management context in re-
sponse to changes in sensor device and service implemen-
tation because management issues such as replacement, ad-
dition, and removal of sensors are not addressed. In most 
sensor management works, the focus of management is on 
the identification and control of sensors for the implemen-
tation of a single service. Our research work began with 
recognizing this problem. 

By extending and integrating these results of research 
works, we propose a system architecture and protocol in 
which IoT sensor devices are plugged into services when 
management events such as addition, removal, and change 
of IoT sensor devices occur. Chapter 2 presents the IoT sen-
sor platform architecture that configures sensor manage-
ment information based on the TEDS template standard 
when a sensor is connected to an IoT device that is a network 
edge device. Chapter 3 presents an MQTT-based service 
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structure in which IoT sensor devices and services automate 
discovery and service connection based on MQTT publish-
ing and subscription protocols, and complete a manageable 
service-oriented data format. Chapter 4 discusses the results 
and chapter 5 concludes the paper. 

  

II. DESIGNING OF AN IoT SENSOR 
PLATFORM  

2.1. Sensor Information Manager  
Fig. 2 shows the IEEE 1451.4 TEDS template structure. 

It can be divided into four main sections. The first basic 
TEDS is a section that stores identifier information essen-
tial for sensor management. The second standard template 
TEDS section shows the sensor specifications according to 
the sensor type ID. The third calibration TEDS Template 
section shows the calibration information for the sensor se-
lected in the second section. When you select a sensor type 
ID in the second Standard Template TEDS section, the 
Basic TEDS section and the calibration section change to 
information about that sensor. The basic TEDS section is 
important management information that identifies the sen-
sor. We call the five pieces of information in the basic TEDS 
section "physical sensor information". The method of stor-
ing this information together with logical sensor infor-
mation as SMI (sensor management information) in the 
flash memory of Fig. 5 was reflected in the design. Logical 
management information includes the management domain 
that distinguishes between “Factory1” and “Factory2”, the 
process name meaning “painting line” of “Factory1”, and 
the device group name included in the spray pressure con-
trol in the corresponding process. 

TEDS data embedded in commercial IEEE 1451.4 com-
pliant smart sensor is data in bit stream format. It can be 
accessed through the physical interface (TEDS dongle, 
USB etc.) provided by the manufacturer, the TEDS data ed-
iting tool (DAQ software), or the SDK. Therefore, in order 

to extract the management information about the sensor de-
vice, programmable text-based data such as XML and 
JSON must be obtained using the TEDS data editing tool or 
SDK. Fig. 3 shows the virtual TEDS template of the ther-
mocouple sensor opened with HBM's TEDS Editor. Fig. 4 
shows the result of converting this template data to XML 
data. Fig. 5 shows our proposed IoT sensor platform for 
sensor management.  

As a network edge node, the IoT sensor platform in-
cludes a TEDS driver that connects commercial IEEE 
1451.4 compliant smart sensors. Most TEDS drivers can 
read TEDS data from IEEE 1451.4 compatible sensors 
(TDES sensors). It is possible to convert binary TEDS data 
into XML or JSON format using the API provided by the 
SDK. In Fig. 5, the sensor information manager performs 
the function of extracting management information of 
TEDS sensors connected to the IoT sensor platform. Non-
TEDS sensors, such as legacy sensors or DIY-manufactured 
sensors, need to be upgraded to TEDS sensors in the steps 
of [5] and [6] before installation. However, the sensor in-
formation manager manages the sensor management infor-
mation in JSON or XML format before solving the driver 

 
Fig. 2. IEEE 1451.4 TEDS template standard [19-20]. 

Fig. 3. Thermocouple template in commercial TEDS editor [21].
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compatibility and connection trust issues. The sensor man-
agement information managed by the sensor information 
manager is used for configuration for MQTT publish. 

  
2.2. Sensor Management Information  

SMI in Fig. 5 is a sensor management information file. 
This file contains information extracted from the Basic 
TEDS section of the sensor TEDS data and logical manage-
ment information. The following Fig. 6 is the JSON code 
that expresses this.  

III. PROPOSED SYSTEM AND 
ALGORITHM  

3.1. Proposed System Architecture 
The system architecture to support the service plug-in of 

the smart sensor device is shown in Fig. 7. The IoT sensor 
device completes MQTT discovery initialization by includ-
ing the configuration in which its SMI is described in the 
service topic in order to plug in the service suitable for the 
sensor type.  

In Fig. 7, the solid line means MQTT publish connection 
and the dotted line means MQTT subscribe connection. A 
two-way solid line indicates a direct connection that does 
not go through an MQTT broker. Supervisors access sensor 
data monitoring and analysis services through the plant pro-
cess management application and supervise control status. 
In order to store the sensor data transmitted by the IoT sen-
sor device to fit the service data storage structure through 
the sensor monitoring service, the algorithm introduced in 

 
  

Fig. 6. JSON data for sensor management information. 

  

Fig. 4. Thermocouple TEDS data expressed in XML. 

 
Fig. 5. Proposed IoT sensor platform. 
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the next section is performed between the Service Plug-in 
Supporter and the IoT sensor device. Resource management 
service provides the schema of service data storage struc-
ture to Service Plug-in Supplier.  

   
3.2. Proposed Algorithm 

Sensors are the most important components for process 
control in a smart factory or process plant. This is because 
the accuracy and integrity of the sensor output data affects 
the overall control. In other words, the sensor data can have 
a big impact on the service implementation algorithm. In 
general, the DC current output in the 4−20 mA range of the 
industrial sensor is calculated as 0−100 % of the measure-
ment range. Most industrial sensors such as temperature, 
pressure and flow sensors are identical. If the temperature 
monitoring service detects that the temperature sensor out-
put is gradually lowering to 4 mA, the control service per-
forms control to increase the temperature. At this time, if 
the input temperature sensor value was the actual pressure 
sensor value due to sensor management failure, the pressure 
rise and the temperature rise simultaneously. It can lead to 
accidents. Therefore, it is more important to identify the 
sensor device that is the sender of the sensor data than the 
value measured by the sensor. 

The key contribution of our research work is to eliminate 
the risk of management failure in the service algorithm even 
if there is a management failure in the process of exchang-
ing, adding, or removing sensor devices in the field.  

The algorithm we propose includes the SMI code (see Fig. 
6) containing the sensor's logical management information 
in the sensor's publish configuration file (configuration 

.json or configuration.yaml) in the process of performing 
the MQTT Discovery protocol. The algorithm of service 
implementation determines whether logical management 
information in the SMI of the existing sensor device 
matches the logical management information in the newly 
received SMI. If they match, it is determined whether the 
sensor type is the same as the existing sensor type in the 
physical device information of SMI again. 

If they match, the sensor data transmission format match-
ing the service data storage structure is completed through 
the service plug-in supporter in the system architecture of 
Fig. 7. 

The following Fig. 8 is the proposed algorithm that com-
pletes the sensor data storage structure in order for the IoT 
sensor device to support the service plug-in. 

      

IV. EXPERIMENT AND DISCUSSION 

4.1. Experimental Conditions  
The MAX6675 thermocouple module and K-type tem-

perature sensor are configured as IoT sensor devices in 
Raspberry Pi 3B+ device. And MQTT Broker and service 
were implemented in Laptop PC with Windows 10 OS in-
stalled. Laptop PC has Intel Pentium i7 CPU and 16GM 
RAM hardware. With reference to the open source of [21-
23], the connection of IoT sensor devices, configuration and 
service of MQTT discovery environment were imple-
mented in JSON and Python languages. 

An XML sensor template was obtained with the TEDS 
editor of HBM [21], and a sensor PSI based on the Basic 
TEDS template was prepared. PSI of Sensor was changed 

 
Fig. 7. Proposed system architecture for service plug-in support. 
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to json format, and LMI of sensor in json format was writ-
ten by hand. The PSI of sensor file and LMI of sensor file 
are combined into an SMI file. An MQTT application was 
prepared that stores SMI in the Raspberry Pi 3B+ device 
memory and connects the temperature sensor monitoring 
service in Fig. 8. 

Algorithmic processing for SMI in a single sensor con-
figuration resulted in an average delay of 120 ms. At this 
time, LMI and PSI expressing the management information 
of the sensor device are the same as the sensor device man-
agement information maintained by the service. That is, it 
is an experiment in a situation where there is no change in 
the physical sensor device. This delay is the time it takes 
the sensor device to save the sensor values to the sensor data 
store (a file on the laptop). 

 
4.2. Cost for Performing the Algorithm 

A case in which a raspberry Pi device has multiple same 
SMI configuration was tested. This configuration means 

that multiple sensors are connected to one IoT device inter-
face. In this experimental condition, the size of each SMI 
data is 130 KBytes. An experiment is the same as transmit-
ting an SMI data array. The algorithm processing delay in 
this experiment is shown in the Fig. 9 below.   

 
4.3. Comparison of Experiments 

In the second experiment, due to the replacement event 
of the sensor device, the LMI and PSI data of the sensor 
newly accessing the service do not match the data of the 
existing sensor device. The preceding experimental condi-
tions in which there was no replacement event of the phys-
ical sensor were also tested. The following shows the dif-
ference between the two results. One is the same as the ex-
perimental conditions without the device replacement event, 
and the other is that the SMI data is input differently each 
time. This assumes that the different physical devices 
change every time.  

In the Fig. 10, the gap between the delay in the two ex-
periments is analyzed to reflect the delay that the sensor 
processes the transmission data formatting to suit the data 
storage schema of the service. 

The results in Fig. 10 show that changing or adding a new 
physical sensor device is approximately three times higher 
latency than replacing it with the same physical sensor de-
vice. 

  

V. CONCLUSION  

In the application layer, services are designed to be flex-
ible to meet market demands. So, there has been a lot of 
research to support the implementation of services that are 
independent of data representation. However, human effort 
is essential to organically managing connections between 

Fig. 8. Proposed algorithm for service plug-in support. 

Fig. 9. Delay at same SMI input. 
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services, data, and devices. Many standards are available on 
the market to solve this problem. Nevertheless, manage-
ment events of physical devices such as sensors require de-
vice management information processing that does not 
match the data storage structure of the service. 

In this paper, we presented a method and system archi-
tecture that can support service transparency despite the oc-
currence of a management event of a physical sensor device 
in an MQTT-based IoT application environment. 

The contribution of our work is to suggest a method for 
integrating logical management information and physical 
device information on sensor devices, and to suggest a sys-
tem structure and algorithm for applying the MQTT discov-
ery protocol to the integrated sensor device management in-
formation. Depending on the application, detailed manage-
ment information may be requested for the sensor device. 
In future research, it is necessary to analyze the perfor-
mance of the management requirement level of the device 
for practical service application. 
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