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Summary 
Social media is a window for everyone, individuals, communities, 
and companies to spread ideas and promote trends and products. 
With these opportunities, challenges and problems related to 
security, privacy and rights arose. Also, the data accumulated from 
social media has become a fertile source for many analytics, 
inference, and experimentation with new technologies in the field 
of data science. In this chapter, emphasis will be given to methods 
of trend analysis, especially ensemble learning methods. Ensemble 
learning methods embrace the concept of cooperation between 
different learning methods rather than competition between them. 
Therefore, in this chapter, we will discuss the most important 
trends in ensemble learning and their applications in analysing 
social media data and anticipating the most important future trends. 
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1. Introduction 

Social media become a part of daily life for most of the 
world population. This brings a huge of opportunities as 
well as a tremendous number of security and privacy issues. 
Ensemble learning is old as the oldness of the human race 
itself. However, considering ensemble learning in machine 
learning and deep learning is very young. Taking the 
experience of many experts to solve a problem is the core 
idea behind ensemble learning. Also, ensemble learning can 
be considered for solving problems that have more than one 
aspect. For example, autonomous driving or security system 
can be divided into many parts depending on the data type 
or the target output. Assigning one expert or more to 
produce the solution corresponding to different types of 
inputs or outputs is a large field for applying ensemble 
learning.  

2. Social media security and privacy issues  

2.1 Tables and  Fig.s 

Applications, websites, and tools that enables users to 
develop and distribute their own content are called social 
media [1]. Virtual networks communities are the computer-
based technology where people can create and share their 

thoughts and ideas [2]. Through Social media tools and 
internet-based applications, users can quickly build 
communication contents composed of personal information, 
photos, videos, and documents. Any device that can reach 
the internet and has any limited storage and processing 
capacity can be used as a tool to develop and distribute 
social media content. PCs, smartphones, and tablets are 
examples of such tools. The users of social media tools 
either as developers or followers increases in noticeable rate, 
for example, 4.62 billion people around the world uses 
social media resources on daily bases [3]. Social media 
brings special importance for the users’ privacy [4]. 

 

 

Fig. 1. Types of risks on social media statistics 

Source: https://www.securityexecutivecouncil.com/insight/risk-based-
security/top-security-risk-to-organizations-today-2021-32402-1432 

Users on social media faces many security risks.  Fig. 
1 shows the distribution of security risks. Malware presents 
the most common risk. The rate that many users faced data 
breaches leads many of them to give a real consideration of 
their privacy and might bring them to carefully reconsider 
their relationship to the social media. One clear example 
that bring the privacy issues to be under eye is the scandal 
of exploiting more than 50 million of accounts for users on 
Facebook during the American elections 2016 [5]. Social 
media platforms are the media that the users used to 
communicate. Most of these platforms belongs to Facebook 
or a variation like Facebook applications.  Fig. 2 shows the 
percent of users of the most common social media platforms. 
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The public trust in social media become less and less and 
the users have become wondering their ability to keep and 
control their own data to be save [6]. The extreme power of 
businesses and advertisers accessing and using the users 
posts on social media made more than 80% of users have 
concerns regarding the rights of these businesses and 
advertisers to access their data [7].  

 

 

Fig. 2. Social media users’ distribution over some social media platforms 

Global Social Media Statistics: https://datareportal.com/social-media-
users 

These risks led to an increase in privacy concerns, 
which led to advocacy demands to tighten privacy rules and 
to subject companies working in the field of data exchange 
to more scrutiny about the protection of personal data. [8]. 
These concerns and the growing human rights demand to 
protect personal information have created a growing 
demand for cybersecurity and artificial intelligence 
professionals to play a vital role in maintaining privacy in 
social media work environments, and this undoubtedly 
requires a professional level and advanced capabilities for 
those who wish to work in these fields. Every day increasing 
numbers are joining the social media user’s day by day.  

 

Fig. 3. Growth of user’s numbers for social media from 2010 to 2021 

Source: https://knowledge4policy.ec.europa.eu/visualisation/number-
social-media-users-worldwide-2010-17-forecasts-2021_en 

In the last decade the number of users on social media is 
doubled 6 times from 0.5 billion in 2010 to become 3.5 
billion in 2021 and it is expected to increase to include the 

majority of people population in the few coming  years as 
shown in  Fig. 3. Approximately three and a half billion 
people (45% of the world's population) participate in some 
form of daily social media exposure and are vulnerable to 
many risks in several ways [9]. About 13% of Americans 
have had their social media accounts hacked.  These hacks 
by malicious and unauthorized access to information can 
harm people through information theft, forced sharing, and 
directing users to malicious software [10]. Social media 
platforms that contain vast amounts of information with 
marginal government oversight are magnets for all criminal 
actors seeking to use personal information for theft and 
fraud [11]. The danger does not come from unofficial 
parties only, but the greater danger may be from 
government agencies that carry out major attacks at the 
general level to manipulate opinions in favour of certain 
parties or a small number of individuals, as happened when 
the Russian intelligence agency was accused of interfering 
in social media with the aim of spreading misinformation 
that provoked public opinion and lost confidence [12]. 

2.1 Types of Social media threats 

In what follows a discussion of the most common 
attacks and threats on social media will be reported. It is 
common to classify attacks into two main categories, 
penetration which include all types of attacks that tries to 
get illegal benefits from victims through controlling their 
computing resources, and Denial of Service (DDoS) where 
the attacker aims to destroy or delay the ability of the victim 
to serve its customers. However, there is a need to go 
beyond this traditional categorization as shown below 

2.1.1 Theft of personal information and tricking 
users 

Theft of personal information and tricking users into 
handing over their account information is at the top of what 
attackers excel at via social media [11].  In many cases, 
social media platforms share users' information with parties 
without permission or even the user's knowledge. User 
information such as name, date of birth, nationality, 
geographical location, personal interests, as well as user 
behavior during contacting social media are often stored, 
processed, and used to better targeting advertisements to 
users. This opens the door to all methods of data analysis, 
whether the purpose is good or bad, to get everything 
possible through the mining of user data. Therefore, data 
mining methods and the related areas of machine learning, 
deep learning, and ensemble learning, occupy an advanced 
position in the areas of protection, fraud, or information 
hacking on social media platforms [13]. 
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2.1.2 phishing 

    On social media, users' lack of information is often 
exploited to fall victim to phishing scams as happened on 
Instagram phishing when a fake two-factor authentication 
system was used to trick users into a fake Instagram page. 
Phishing is one of the most dangerous fraud methods where 
the user is deceived through email, phone call or text 
message to lure the user to share sensitive information such 
as passwords and credit card details [14].  

2.1.3 Malware 

Malware such as spyware to steal sensitive 
information and ransomware to extort money and profit 
through forced advertising through adware poses a serious 
threat to users of the computer and the Internet in general. 
Social media platforms are an ideal way to distribute 
malware. Once a user's device is compromised by phishing, 
the attacker can take over that account and then distribute 
the malware to all the user's friends or contacts [15]. 

2.1.4 Distributed denial of service 

 When many fake accounts are created that are 
automatically generated to follow certain accounts or to 
spread posts on a large scale whenever a particular term is 
mentioned, a large automated electronic attack is launched 
to steal accounts, launch distributed denial of service 
(DDoS) attacks, or create an extensive spam collection. 
This is done through what is known as bot attacks, which 
are one of the most powerful means used by cybercriminals 
to gain access through social media to people’s devices and 
networks [16, 17].  
In our discussion related to how machine learning is 
employed to detect and prevent attacks, we will use more 
restricted type of classification based on the current 
direction of research to study these attacks.  

3. Ensemble learning 

In the recent years, ensemble learning has received 
special attention in the computational intelligence 
community. Ensemble learning is as old as human 
existence itself. Poll the opinion of a group of experts on 
a particular issue and then combine those opinions to 
come up with a conclusion that is better than all the 
individual opinions. Originally, ensemble learning is 
based on the concept of diversity where the merging 
process aims to reduce this diversity and thus obtain 
higher accuracy than that of all experts. Machine 
learning developed ensemble learning to be used with 
the goal of creating an automated decision-making 
system in various applications by sculpting and then 
integrating several individual decision-making 

techniques. Ensemble learning is used not only for 
merging individual experts results but also in many 
various applications. The effectiveness of ensemble 
learning has been verified in a variety of real-world 
applications such as learning concept drift from 
nonstationary distributions, error correction, 
incremental learning, confidence estimation, feature 
selection, missing feature, and class imbalanced data. 
This part provides an overview of cluster systems and 
their characteristics and how they can be applied to 
such a wide range of applications. [18] 

3.1 Development of Ensemble Systems 

The work of Dasarathi and Sheila in 1979, in which 
they presented a method for dividing features over a number 
of classifiers, is perhaps one of the first to be mentioned in 
the field of ensemble learning [19]. Well-known AdaBoost 
algorithms were pioneered by constitutive posting theory, 
which has also been used for ensemble learning in solving 
multi-layer and regression problems [20, 21]. This was 
followed by the emergence of many applications of 
ensemble learning in various fields of machine learning. 
Random forests (composite classifier systems) [19], 
mixture of experts (MoE) [22, 23], consensus aggregation 
[24], combination of multiple classifiers [25-29], stacked 
generalization [30] and others. The pillars of any ensemble 
learning are the selection of data, the preparation of 
individual trainers, and the creation of inclusion rules for 
group decision-making. 
The first step in ensemble learning, in fact, in any machine 
learning is the data sampling. For ensemble learning data 
sampling is essential and the diversity is very important as 
well. 

The diversity property can be achieved for any group 
of trainers through selecting the suitable data sample for 
each trainer. Different strategies for selecting data samples 
for achieving diversity led to a different type of ensemble 
learning.  Fig. 4 illustrates how different sampling strategy 
for each trainer leads to a different type of ensemble 
learning. For example, the replication strategy leads to what 
is called bagging ensemble learning, while the reliance on 
the statistical distribution that separates the classes of the 
wrongly categorized samples lead to boosting algorithms. 
Random subspace methods are obtained when each trainer 
is trained on a different part of the features. [31]. On the 
other hand, the structure of the individual trainer can be 
controlled to create the required diversity. For example, the 
number of hidden layers or the number of components of 
each layer can be adjusted when using a group of similar 
type of sub-trainer of the same of neural network type. Also, 
a number of trainers of heterogeneous types can be used as 
members of the group. There is no standard definition of 
diversity scale. [32-34] provided a number of different 
definitions of the measure of diversity. The diversity scale 
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is important in ensemble learning.  However, the direct 
relationship between accuracy and diversity is not precisely 
clear [34, 35]. 
 

 

Fig. 4. How ensemble combining function reduce the diversity of 
individual models 

There are several ways to accomplish the second step 
in ensemble learning is to train the sub-trainers and here 
there are several methods the most important of which are 
MOE hierarchy, stack generalization and boosting but 
bagging (and related algorithms arc-x4 and random forests) 
remain the most common methods used. [36] 

Combining the individual trainers’ results is the final 
step in any ensemble learning methods. Simple or weighted 
majority voting is suitable for trainers that give discrete-
valued label outputs such as support vector machine trainers 
[36]. Sum, mean and product are examples of arithmetic 
combines. These combines are suitable for multilayer 
perceptron [37]. The usual application of these combining 
methods might be after completing the training step of the 
individual trainers. However, complex combination 
requires an additional training step, for example, stacked 
generalization or hierarchical MoE [38, 39]. 

4. Ensemble learning application in social 
media and privacy 

In the following subsections, the role of ensemble 
learning in developing methods in various areas of securing 
and detecting security risks in social media. The 
methodology is to divide the security risks to main 
categories, namely, DDos, Fake new detection, Theft of 
identity, Adware, Bot, Fraud, Malware and phishing. In 
each of these areas, the individual learner’s combination, 
the features selections for each individual learners and the 
combining method will be explored. In the discussion part, 
the common features selection methods, the most common 
individual models and the combination methods will be 
analyzed and discussed. 

4.1A DDoS Attack Detection and ensemble learning 

A Distributed Denial of Service (DDoS) attack 
happened when a large capacity of traffics from millions of 
PCs are targeted to a specific server to crash its system and 
disrupt its function [16]. Every year, DDoS came at the top 
of attacks that causes a huge cost to the overall global 
economy [16]. Most of the method use ensemble learning 
as a tool for preprocessing of the data to select the optimal 
features set before feeding these data to the classifiers. For 
example,  

SHAHZEB HAIDER et. al., (2020) developed a 
detection system for DDoS attack. In their system, same 
data are passed to different homogenous deep networks 
composed of similar CNN, RNN an LSTM networks. The 
results of each network are merged using the function ADD 
from KERAS. The output of the ADD function and the 
original data inputs are passed to a classification method to 
decide if there is a DDoS attack. In this method, ensemble 
learning is not used to get the final output, it is used as an 
immediate step to prepare the features prior to the final 
classification step [40]. 

Opeyemi Osanaiye et al. (2016) presented an ensemble 
filtering method for selecting features that can be used to 
detect DDoS attach. Filtering methods are independent 
from the classification method and can dramatically 
accelerate the classification process which in turn highly 
important in detecting DDoS attack. Namely, Information 
gain, Gain ratio, Chi-squared and ReliefF were used as four 
different filtering methods. The whole data are passed to 
each filter to get the filtered features. The output features of 
each filter are arranged in one vector to be passed to a 
decision tree classifier. The objective here is to used 
ensemble process as a selection feature tool instead of a 
learning tool [41]. 

Saikat Das and Frederick T. Sheldon (2020) used 
intrusion detection benchmark dataset NSL-KDD as the 
input to 7 different features selection methods to choose the 
optimal features set. Simple majority voting method was 
applied to decide a given feature will be among the optimal 
features set. The seven features selection methods are 
Pearson’s Correlation, Chi-Square, Mutual Information, 
Recursive Feature Elimination, LASSO Regression, 
Logistic Regression and Random Forests. The whole data 
were passed to each method individually to get the filtered 
features set corresponding to this method. A feature will be 
among the optimal set of features if the majority of filters 
include this feature in its selected features. The resulting 
features were fed to a variety of classifiers including SVM, 
Logistic Regression, Neural Network, Naïve Bayes and 
decision trees are used to evaluate the proposed selection 
method [42].  
 

Few works used the ensemble learning as the main 
learning tool. For example, to get the higher True Negative 
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Rate (TNR), (2017) Bin Jia et. al. built an ensemble 
classifier to detect DDos attach depending on a heuristic 
detection algorithm based on Singular Value 
Decomposition (SVD) and a hybrid heterogeneous multi-
classifier. The data were split disjoint sets based on selected 
features and the voting scheme depends on simple majority 
voting. They claimed that their proposed algorithms can 
compete other algorithms [43]. 

4.2 Fake news detection and ensemble learning 

Fake news is hard to be detected even for humans 
Since it is written with the intension of misleading and 
hoodwink. Fake news is a danger that threats public trust 
and justice and it is highly important to detect and mitigate 
fake news [14, 15]. Arvin Hansrajh et. al. (2021) proposed 
an ensemble learning method to detect fake news in social 
media. The whole data are fed to each classifier to achieve 
the training phase. Namely, they used Liar and ISOT data 
sets to train logistic regression, support vector machine, 
linear discriminant analysis, stochastic gradient descent, 
and ridge regression classifiers. The fake news is classified 
into true or fake news. The ensemble model was built on 
Blending. Blinding is a variation of stacking. In Stacking, 
each classifier is trained based to pool the prediction of 
other classifiers and all classifiers are trained on the whole 
data. The combine algorithm in Stacking approach learns 
how to best combine the predictions of the base classifiers 
while in blending is based on a holdout dataset validation 
[44].  

Iftikhar Ahmad et. al (2021). used three different 
classifiers using three different data sets then built an 
ensemble model to detect fake news based on these three 
individual classifiers. The data sets are ISOT Fake News 
Dataset, and another two data sets exported from Kaggle. 
The individual classifiers are Logistic Regression, Support 
Vector Machine and multilayer perceptron (MLP). To 
achieve the highest possible accuracy, they used LIWC2015 
tool. This tool can extract 93 different features from a given 
text They extracted the following features function words, 
punctuation, percentage of words percentage of stop words, 
percent of words implying positive or negative emotions, 
informal language; and percentage of certain grammar. The 
training process for the individual classifiers was repeated 
several times. In each time different set of features using a 
grid search to optimize the model for the best outcome. For 
merging the results, two different voting approaches were 
used XGBoost and AdaBoost. A k-fold (k = 10) cross 
validation model was implemented for all ensemble 
learners [45]. 

Based on a data set borrowed from Kaggle 2019, 
Mohammad Zubair Khan and Omar Hussain Alhazmi 
(2020), developed an ensemble learning model to detect 
unreliable news based on content acquired.  The data were 
pre-processed through eliminating stop words, deleting 

single characters and punctuation, lowercasing the whole 
texts. For each article, a 300- length vector of comma 
separated vector is presented to be embedded using 
Doc2Vec borrowed from google. The used individual 
classifiers are Decision Tree, Naïve Bayes, SVM and 
Random-Forest. Each classifier was trained based on the 
whole data set. The applied ensemble strategies are 
AdaBoost-LinearSVM and AdaBoost-Random Forest were 
applied to choose the ensemble model with the highest 
accuracy [46].  

For the sake of populating their products, to increase 
the products sales and to gain more profit, many companies 
add spam reviews of products. One of the hardest tasks in 
natural language processing is to detect spam reviews. 
Muhammad Fayaz et. al. (2020) proposed an ensemble 
method to classify products reviews into spam and non-
spam. In their method, they used Yelp to train the base 
classifiers. The base classifiers are Random Forest (RF), 
multilayer perceptron (MLP) and K-Nearest Neighbour 
(KNN). The data was pre-processed to reduce the number 
of features to get 25 optimal features. The ensemble mode 
used the regular voting majority to combine the results of 
the individual classifiers [47].  
 

4.3 Theft of identity and ensemble learning 

Assessing the default customer is one important 
problem related to theft identity. Depending on personal 
credit issuance as a data source, Gang Li et. al, (2021) 
proposed an ensemble classifier for personal credit default 
discrimination. From Kaggle, they borrowed the UCI 
database of German, Australia, Japanese, and the GMSC 
data set. The base learners are logistic regression, SVM and 
random forest classifiers. Each individual trainers were 
trained using the whole data. To enhance the accuracy of 
each trainer a 10-fold scheme was applied during the 
training of each individual trainer The combining method 
was done through designing a loss function that depending 
on the loss of each individual learners and the weights 
corresponding to each individual trainer’s loss was 
optimized [48]. 
Since insider has a legitimate privilege to access the system. 
It will be difficult to detect attacks designed by insiders. 
Chen Xiaojun et. al. (2013) proposed ensemble method to 
detect theft through insiders. To determine whether the 
current operations belong to the real legitimate user or not a 
re-authentication system that combines the classification of 
keystroke-classifier and mice-classifier. Data Manipulator 
is responsible to target the correct data to the correct 
classifier. In this work two different types of data are 
collected: Keystroke classifier and mice classifier. A 
software named KM was designed to collect keyboard and 
mice events then those events within a fixed time window 
are calculated to be recorded as one behaviour record. A set 
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of different classifiers for each type were Assigned to 
classify the corresponding records. The classical majority 
voting was used as a combination method [49]. 

4.4 Adware 

Jin-A Choi and Kiho Lim proposed that target 
advertising is done by firstly identifying the target audience 
by precisely measuring the best performing platform for 
advertising; also, low obtrusiveness and personalization 
upgrading of advertising messages makes marketing 
efficiencies maximum and improve investment returns. 
After target identification, the user-centric approach or 
context-centric approach is used for advertisement. One 
way of the user-centric approach is behavioral targeting, 
which takes into account consumers' behavior like searches, 
visited pages, and links viewed. The other way to apply a 
user-centric approach is User profiling, which calculates 
patterns that aid in discovering consumer links likely to be 
interesting from the consumer perspective. Both these 
techniques are helpful in enhancing the user experience. 
The content-centric approach is the second method, in 
which contextual advertisement is a placement method that 
uses a machine learning approach to identify whether the 
advertisement is close to the contents of the page, such as 
blogs, web docs, and vehicle ads. On the other hand, real-
time bidding compels the machine learning method to take 
rapid action about displaying specific advertisements by 
obtaining consumers' past history like clicks and searches. 
The third method is the detection of fraud clicks, which is 
also done by making the use of machine learning procedures 
to ensure that the click by the user is felonious or not, i.e., 
the consumer is really interested in the advertisement or 
clicking for any other purpose. The efficiency and 
optimization of this proposed method can be enhanced [50]. 

4.5 Bot 

Silvia Garcia-Méndez et al. [51] published a 
simulation, modeling, and classification technique to 
automatically distinguish between benign and malignant 
contributors as well as between human and non-human (bot) 
contributors. They used data generation to equalize the 
classes in experimental data sets. They employed data 
stream modeling to produce and manage contributor 
profiles. They found that using a class-balanced data stream 
made up of both real and fake data considerably increased 
the confidence and quality of the classifier when tested 
using the free, public, international wiki travel guide 
WikiVoyage. According to the researchers' actual data, the 
suggested method reliably distinguishes between good and 
bad bots as well as human contributions with an accuracy 
of up to 92 percent. 

4.6 Fraud 

Xinke Zhan et al. [52] proposed a novel computation 
model which detects drug target interaction on a large scale, 
using target protein sequence information and drug 
substructure fingerprints; afterward, PSSM will provide a 
GIST feature vector, which is then provided to RF classifier 
to get prediction result. The proposed model, when 
performed on the enzyme, ion channels, GPCRs, and 
nuclear receptors, yields an average accuracy of 89.20%, 
85.93%, 82.36%, and 73.89%. 

Sumaya Sanober et al. [53] put forward an Enhanced 
Secure Deep Learning Algorithm for Fraud Detection in the 
field of Wireless Communication. The model makes use of 
the card purchases dataset by European Cardholders in 
September 2013. The dataset is provided to Auto encode 
AE, which makes the input data displayed in a smaller 
representation. An unsupervised learning algorithm AE 
consists of two main networks, Encoders and Decoders, 
with backpropagation. Autoencoder will classify the alert as 
fraudulent or authorized by using the Random Forest (RF) 
Algorithm of Regression to ensemble optimal alternatives 
to reduce overfitting [54]. Afterward, KNN is applied to 
evaluate data. Decision trees like GINI and Split Index are 
applied to split candidates. Logistic Regression will predict 
the likelihood of an adjustable goal, which is then inputted 
to SVM to detect fraud. The proposed system will result in 
a fraud prevention system in the future. 

4.7 Malware 

Yakub Kayode Saheed et al. proposed an Intrusions 
Detection System (IDS) to detect application attacks on the 
Internet of Things (IoT) [55]. They used the UNSW-SB15 
dataset that was issued recently and comprised of up-to-date 
attack types. In the first step, the min-max concept of 
normalization feature scaling was made on the dataset to 
restrict information leakage. After procuring and loading 
the dataset, Data preprocessing is applied as the first 
analysis, in which outlier elimination is done, and redundant 
attributes are excluded. In the next step, PCA is used to 
carry out dimensionality reduction. The result of 
normalization is passed as input to the feature selection 
algorithm PCA. PCA picks ten important components out 
of forty-nine attributes. In this machine learning-based IDS, 
security detection tasks are manipulated. Moreover, F1, 
MCC, and accuracy are calculated to be 99.99% [56]. 
P Mohan Anand et al. [57] proposed Domain Generation 
Algorithm (DGA) Detection System using an ensemble 
approach. To construct the dataset, features were procured 
from domain names. Prior to earlier versions of DGA, when 
malware had hardcoded commands and controlled (C C) IP 
addresses, the proposed DGA followed the traditional 
cryptographic principles of a Pseudo-random number 
generator to create a domain names list with whom malware 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.9, September 2022 
 

 

364

 

communicates [57-59]. Lexical and statistical altogether, 44 
features were established, and then grouping methods like 
the random forest, gradient boosting, C 5.0, and CART were 
utilized to classify DGA Domains in which C 5.0 performed 
great with the accuracy of 97.04%. Character-based DGA 
Malware Domain names were classified by this proposed 
method, but word-based DGAs are still not worked upon. 
Yalong Xie et al. [60] proposed a Heterogeneous Ensemble 
Learning Model Based on Data Distribution (HELMDD), 
comprised of two steps; resampling Method based on Data 
Distribution (RMDD) is the first step in which balanced 
training subsets are formed by making the use of KNN and 
Kmeans [62]. The heterogeneous ensemble learning model 
(HELM) is the second step that groups up several 
classification models into one bagging model. RMDD 
maintains the classification boundaries and makes the 
sample information loss low; that is why the recall rate of 
majority and minority classes is improved. Both the 
proposed models are beneficial for fraudulent transaction 
inspection [63]. 

Ahmed S. Shatnavi et al. [64] submitted a paper for 
Malware Detection Android based on Hybrid Analysis. 
Using dynamic and static analysis, features are extracted 
from the dataset [65, 66]. Features from the static analysis 
are extracted directly from the source code, while dynamic 
analysis addresses features that are extracted upon 
implementation. Feature selection is performed by 
collecting the features from the pool that improve accuracy 
and results in complexity reduction. The accuracy results 
were 94%. 

4.8 Phishing 

H. S. Hota et al. suggested phishing attacks with 
remove-replace feature selection (RRFST) by emphasizing 
making a grouped Machine Learning (ML) [67-69]. RRFST 
reduces feature space by randomly including features, 
ensuring accuracy increases or remains unchanged. The 
classifier uses two decision trees, with final accuracy of 
99.27% by 11 features [70-72]. 

A. Orunsolu et al. [72] proposed a model for phishing 
detection in which the feature selection module contains the 
URL features, web document properties, and webpage 
behavior. These components make a filter that produces a 
system based on the incremental construction of a 
component-based system. For an efficient detection 
approach, these components can be used as unit components 
and as composite ones. URL feature uses web address 
characteristics for the retrieval of a particular page from the 
internet. A classification algorithm does an identity, feature 
set, and task of determining transaction genuineness. To 
make a prediction of unknown instances accurately, the 
algorithm automatically learns based on past or trained 
experience. To estimate the probabilities of categories, the 
Naive Base Classifier is an efficient text classification 

algorithm that uses joint probabilities of words and 
categories. The support vector machine classifier is a 
learning algorithm that efficiently categorizes the text. The 
incremental construction of component-based systems 
provides an advantage that gives a practical solution for 
managing scale and complexity in system development. 
The proposed model was evaluated on NB and SVM 
classifiers with 2541 phishing pages and 25,000 legitimate 
pages dataset. The result indicates 99.96 true positives and 
99.96 true negatives, and 0.04 False Positive and 0.04 False 
Negatives. Moreover, the result showed this scheme to be 
superior to anti-phishing as compared to existing ones. 
Exploration of this design as a mobile app and design 
appropriateness investigation in emerging IoT-based 
phishing attacks can be done in to extend it. 

According to research by Qussai Yaseen and Isra'a 
Abdul Nabi [73], word embedding is crucial for spotting 
fraudulent emails. To successfully separate spam from 
authentic emails, they enhanced the BERT (Bidirectional 
Encoder Representations from Transformers) pre-trained 
transformer model. The context of the text is explained by 
BERT using attention levels. They compared their results to 
a conventional DNN model composed of a Belts 
(bidirectional long, short-term memory) layer and two 
stacked dense layers. Additionally, the outcomes were 
compared to several well-known classifiers, such as k-NN 
and NB. The second of two open-source data sets, which 
were also used to train the model, was utilized to assess the 
model's resilience and durability. Their suggested strategy 
delivered the most accurate results, with F1 scores of 98.67 
and 98.66. 

 Fig. 5 illustrates the distribution of works using 
ensemble models in social domain risks. The top risks came 
from fraud with 32% and the lowest risks came from 
identity theft with percent 5% then adware with 1%. The 
individual models used in these works are illustrated in table 
1. Most of the works used heterogenous models to 
guarantee the diversity. The works that used homogenous 
individual learners tends to use different features schemes 
to distribute the features for each individual learner. The 
common combining method is the majority voting or simple 
weighting scheme or naïve bayes approach. 
 

 

Fig. 5 Distribution of works in social media domain risks 
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5. Conclusion 

In this work a review of ensemble methods used in 
various social media risks was explored. The common 
security risks on social media are fraud risk then malware 
and DDoS. Bot attacks are supposed to be the highest 
attacks however, ensemble methods were used to solve few 
percent of Bot attacks. Ensemble-based systems provide 
intuitive, simple, elegant, and powerful solutions to a 
variety of social media security problems. The effectiveness 
of ensemble learning was proved mainly in solving 
classification problem. Some problems in security include 
classifying the type of packets in networking routing to 
decide if they are a part of probable attack. Due to the 
diversity of features, simple model cannot properly classify 
such attacks, however, based on the diversity of simple 
learning models, ensemble models achieved a tangible 
result in improving the accuracy of detection and preventing 
attacks especially in DDoS. The most common method in 
selection of simple methods is random approach, as in 
bagging, or adopting a dynamically updated distribution, as 
in boosting. For combining strategies most works depended 
basically on simple majority voting, sum rule, and weighted 
majority voting. Using more complex ensemble methods is 
expected to give more better results. Checking and 
credibility assessment of news is a promising field for using 
machine learning techniques especially ensemble learning 
methods. Based on incremental ensemble learning can be 
used to check news quality based on time, location and 
distribution manner of the fake news. Fake new might be 
the source of all fraud and information theft attacks. So, 
based on combination of knowledge engineering and 
artificial intelligence especially deep learning and ensemble 
learning, fake news detection and other security tools will 
the most challenging area of research in coming years. 
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