
lable at ScienceDirect

Nuclear Engineering and Technology 54 (2022) 2031e2036
Contents lists avai
Nuclear Engineering and Technology

journal homepage: www.elsevier .com/locate/net
Original Article
Fault injection and failure analysis on Xilinx 16 nm FinFET Ultrascaleþ
MPSoC

Weitao Yang a, b, Yonghong Li a, *, Chaohui He a

a School of Nuclear Science & Technology, Xi'an Jiaotong University, Xi'an, China
b Dipartimento di Automatica e Informatica, Politecnico di Torino, Torino, Italy
a r t i c l e i n f o

Article history:
Received 7 May 2021
Received in revised form
16 December 2021
Accepted 17 December 2021
Available online 21 December 2021

Keywords:
Fault injection
Failure analysis
Ultrascaleþ MPSoC
Failure modes and effects analysis
* Corresponding author.
E-mail address: yonghongli@mail.xjtu.edu.cn (Y. L

https://doi.org/10.1016/j.net.2021.12.022
1738-5733/© 2021 Korean Nuclear Society, Published
licenses/by-nc-nd/4.0/).
a b s t r a c t

Energetic particle strikes the device and induces data corruption in the configuration memory (CRAM),
causing errors and even malfunctions in a system on chip (SoC). Software-based fault injection is a
convenient way to assess device performance. In this paper, dynamic partial reconfiguration (DPR) is
adopted to make fault injection on a Xilinx 16 nm FinFET Ultrascaleþ MPSoC. And the reconfiguration
module implements the Sobel and Gaussian image filtering, respectively. Fault injections are executed on
the static and reconfiguration modules' bitstreams, respectively. Another contribution is that the failure
modes and effects analysis (FMEA) method is applied to evaluate the system reliability, according to the
obtained injection results. This paper proposes a software-based solution to estimate programmable
device vulnerability.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

When advanced static random-access memory (SRAM)-based
field-programmable gate arrays (FPGAs) are impinged by energetic
particles, they suffer from soft errors leading to unexpected out-
comes, such as hang or data corruption [1e3]. The particles can be
heavy ions, protons, and neutrons [4]. Nowadays, the application of
advanced SRAM-based FPGAs extends rapidly, including safety-
critical missions, such as nuclear power plants [5]. It urges to
assess the reliability of the device thoroughly.

System vulnerability can be judged via fault injection (FI), and
two approaches are usually available [6]. One is hardware-based FI,
and the other is software-based. The former can come out of
accelerator irradiation. However, it suffers from an expensive
budget, inadequate hours, or uncontrollable injection locations. In
comparison, the latter is achieved through software design kits.
Nevertheless, the drawback is also visible since this approach takes
a long time.

A significant merit of the SRAM-based FPGAs is that they can be
repeatedly programmed fully or partially [7]. This re-
programmability provides more options to assess devices' robust-
ness and performance. For example, dynamic partial
i).

by Elsevier Korea LLC. This is an
reconfiguration (DPR) is one unique choice in the SRAM-based
FPGAs. And several studies have been reported in SRAM-based
FPGA related to DPR. In Ref. [8], a low area requirement, low
delay DPR crossbar switch is presented. In Ref. [9], a reduced
amount of reconfigurable partitions with better usage of resources
from DPR design is discussed. A technique with a library of 11
partial reconfigurable regions and 16 video processing cores oper-
ating is designed on the Xilinx PYNQ system in Ref. [10]. In Ref. [11],
a DPR system used for time-varying image constraints for video
communications applications is proposed. The author introduced a
DPR processor system for implementing single-pixel operations in
Ref. [12].

DPR can perform fault injection or mitigate soft error in the
SRAM-based FPGA from an external or internal port. The port can
be a Joint Test Action Group (JTAG), Internal Configuration Access
Port (ICAP), or the Processor Configuration Access Port (PCAP).
Compared with other ports, PCAP is more flexible in Xilinx
Ultrascaleþ series devices [13].

Image processing is a widespread application, for instance, in
aerospace crafts, automobiles, and drones. It is meaningful to
evaluate and reduce risk effectively and then guarantee the appli-
cations are more resilient in an advanced system. In this manu-
script, two image filters are benchmarked and implemented using
DPR. And fault injection based on the DPR is also executed to assess
soft errors in a Xilinx 16 nm FinFET Ultrascaleþ MPSoC. Regarding
the 16 nmUltrascaleþMPSoC, a fewmanuscripts have involved the
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reliability tests in recent years.
The reliability impact of applying binary quantization to con-

volutional layers of neural networks is discussed in Ref. [14]. In
Ref. [15], a 64 MeV mono-energetic proton source is employed to
evaluate the soft error mitigation IP capability to detect and correct
the single event upset event. In Ref. [16], the single event effect is
explored under the irradiations of neutrons, 64 MeV protons, and
thermal neutrons. The ultra-high energy beam is applied to
examine the device sensitivity in Ref. [17]. In Ref. [18], a novel error
rate estimation approach is proposed to explore the MPSoC
vulnerability.

Unlike the reported effort, in this work, except for applying DPR
to perform the fault injection, we also adopt the failure modes and
effects analysis (FMEA) method to discuss system sensitivity
further. FMEA is widely applied in various conditions to analyze a
complex system's failure and influence [19e22]. We combine the
DPR and FMEA to evaluate the reliability of the Ultrascaleþ MPSoC
for the first time and expect to provide another solution in the
MPSoC soft error assessment.

2. MPSoC dynamic partial reconfiguration

The DPR design is implemented on an SRAM-based program-
mable device, and the reconfigurationmodules (RMs) are Sobel and
Gaussian image filter processing [23].

2.1. Reconfigurable device

The device under test (DUT) is the Xilinx XCZU3EG-1SFVA625
Zynq® UltraScaleþ MPSoC. It mainly comprises a processing sys-
tem (PS) and programmable logic (PL). Multicores are integrated
into the PS, including Cortex®-A53 64-bit quad-core and Cortex-R5
dual-core real-time processor. And the PL is the 16 nm FinFET
technology field-programmable gate array (FPGA). Other resources
are also available on this device, such as DDR, Dual QSPI Flash, USB,
and MIO.

2.2. Schematic of DPR

The DPR covers the static and reconfigurationmodule designs. It
involves block design in Vivdo 2019.2 and program design in Vitis
2019.2. The SD card and DDR, which are out of the chip, are also
used to restore bitstreams. Although JTAG and ICAP are also avail-
able in the device, JTAG needs a specific interface, cable, and ICAP
requires extra resource utilization. PCAP integrated into the MPSoC
without additional requirements is an ideal option to read/write
bitstream between the PS and PL in the Ultrascaleþ MPSoC. Xilinx
provides the xil_library functions, which allows accessing bitstream
via PCAP directly. Fig .1 draws the schematic of the design.

Fig. 1 briefs the basic connections and communications among
Fig. 1. Schematic of DPR in Ultrascaleþ MPSoC.
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the resources. In Fig. 1, the SD card keeps full and partial bitstreams
and the BOOT.bin files. PS transfers them to the DDR. Then, PS loads
the full and partial bitstreams to the configuration memory of PL by
the PCAP interface to achieve functions of the static and reconfi-
guration modules.

Two RMs, the Sobel and Gaussian image filter processing, are
created in a reconfiguration region [23]. A black box defines the
necessary ports of the reconfiguration module. And the static
module is locked before loading another reconfiguration module.
Table 1 lists the resource utilization of both reconfiguration module
designs, respectively. The utilized resources contain configuration
logic block (CLB), the look-up table (LUT), global clock buffer
(BUFG), digital signal processor (DSP), etc.

2.3. Bitstream in DPR

Bitstreams are generated in the Vivado design. As Table 2 dis-
plays, during the DPR, six bitstreams are generated totally. They
include three full and partial bitstreams, respectively. The full bit-
stream corresponds to the static and RM modules (except for the
black box). The partial bitstream for RM is just related to the cor-
responding algorithm. The full bitstream is 5568668 bytes, and the
partial one is 476320 bytes.

The Blank full bitstream and Gaussian or Sobel partial bitstream
are converted to .bin files. Then, they are stored in the SD card and
loaded into CRAM via DDR to reach algorithm functions. Fault can
be injected into the Blank full or partial bitstreams.

3. DPR fault injection

Fault injection is realized through modifying bit information in
the bitstream. It flips 1-0 or 0-1 to emulate single event upset (SEU)
events in the CRAM. This phenomenon frequently emerges while
the device is applied in a harsh radiation environment. That can
lead to catastrophic consequences sometimes.

Usually, fault injection for the SRAM-based FPGA can be
implemented by soft error mitigation (SEM) IP or dynamic recon-
figuration. However, SEM IP takes up specific resources. At the same
time, there are also some limitations in the SEM IP fault injection.
For instance, fault cannot be injected into the SEM IP corresponding
bits. These do not appear in the DPR fault injection. In addition, the
DPR fault injection can intuitively track the abnormality caused by
which module's configuration bit flipping. Thus, the DPR fault in-
jection is adopted in the project.

3.1. Injection procedures

The following steps are necessary for the DPR design. As Fig. 2
displays, it firstly requires transferring bitstreams from the SD
card to DDR. Then, the full bitstream is loaded into CRAM fromDDR.
Thirdly, a reconfiguration module is selected. After that, the cor-
responding partial bitstream is loaded into CRAM. At last, the RM
algorithm is executed. During the DPR, the RM and partial bit-
stream can be switched repeatedly and flexibly.

Fault injection is performed before the second or fourth step to
mimic SEU in the full and partial bitstream, respectively.

Before the second step, for a target bit in the full bitstream, the
fault is injected by modifying this bit via XOR operation with 1.
With this operation, the '1' or '0' in the bit can be flipped to '0' or '1'.
Then, the entire full bitstream containing this injected bit is loaded
into CRAM. After executing other procedures, the effect of the fault
injection can be investigated.

Once the former three steps are executed, the XOR operation can
also be executed before the fourth step for a target bit in the partial
bitstream. It can implement fault injection in the partial bitstream.



Table 1
Resource utilization of Sobel and Gaussian design.

Design CLB(L) CLB(R) CARRY8 CLB LUT(L) LUT(M) BFUG DSP

Sobel 1099 (1.56%) 1241 (0.88%) 14 (0.16%) 256 (2.90%) 1017 (1.44%) 82 (0.28%) 1 (0.51%) /
Gaussian 1019 (1.44%) 1241 (0.88%) 5 (0.06%) 239 (2.71%) 937 (1.33%) 82 (0.28%) 1 (0.51%) 5 (1.39%)

Table 2
Generated bitstream during the DPR design.

Design Bitstream Corresponding module

Sobel Sobel full bitstream StaticþSobel
Sobel partial bitstream Sobel

Gaussian Gaussian full bitstream StaticþGaussian
Gaussian partial bitstream Gaussian

Blank Blank full bitstream StaticþBlack box
Blank partial bitstream Black box

Fig. 2. Flow of achieving reconfiguration module algorithm.

Fig. 3. The overall fault injection strategy.
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After loading the entire partial bitstream containing the injected bit
and executing the algorithm, influence from this fault injection can
be obtained. However, it's time-consuming and inefficient if all bits
are injected for the full and partial bitstreams.
3.2. Injection bit

The essential bit is the bit that relates to the current design, and
SEU emerging in this bit may lead to errors. The essential bits data
(EBD) and essential bits configuration (EBC) files generated in the
Vivado design are two files for the essential bit. The EBD file de-
scribes whether the bit is essential, and '10 in the file means the
corresponding bit is essential. The EBC file presents the specific
content information about this essential bit. And the information in
EBC is identical to a part of the configuration memory. However, it
only produces the essential bit files belonging to the full bitstream
without corresponding to the individual partial bitstream.

The EBD file decides the injection bit locations concerning the
Blank full bitstream injection (BFBI). And a total of 609658 bits are
essential. 100000 bits are randomly extracted from that to generate
the full bitstream FI script. The script contains accurate byte offset
and bit address information. The length of the partial bitstream is
2033
less than that of the full. As mentioned above, it can only generate
the essential bit files for the full bitstream directly in the Vivado
design. Thus the fault injection script can't rely on the essential bit
files for the partial bitstream. '00 and '10 are the contents of the
partial bitstreams. It's difficult to determine which '00 or '10 is
essential. Here, we choose all '10 as the target bits (it can also choose
all '00). For Sobel and Gaussian partial bitstream injection (SPBI and
GPBI), 276089 and 273343 bits are '10, and they are all injected,
respectively.

3.3. Fault injection execution

The entire injection is divided into two stages, as drawn in Fig. 3.
First of all, the full bitstream injection is conducted. Two RMs share
the Blank full bitstream related to the static module. Therefore,
fault injection on the Blank full bitstream executes once only.

For a target bit, injection is executed via writing the data to the
offset from the FI script. No matter the full or partial bitstream, the
target location from the script is injected one after the other. For
one injection, it can or not lead to soft error. If the injected bit in-
duces a soft error, information about the type of error, specific bit,
and byte offsets are outputted in the record. At the same time, this
injection bit is recovered immediately. During the recovery, if the
bit is about BFBI, the original full bitstream is retransferred and
reloaded to CRAM again. If it is about the SPBI and GPBI, the cor-
responding partial bitstream is retransferred and reloaded again.

If no abnormality is detected for the injected bit, this bit is
considered uncritical for the design. For the uncritical bit injection,
it doesn't execute the recovery operation, and the next recovery
operation will clear these uncritical bit injections.

Finally, fault injection for the full bitstream is executed once. For
the two partial bitstreams, they are carried out, respectively. During
all injections, the real-time messages are refreshed and kept in
texts.

4. Results and analysis

The fault injection took about 262 h, and a total of 6822 soft
errors were detected during all injections. The errors are loading



Table 4
Detected errors in the partial bitstream injection.

Injection LBF CRE SH

SPBI 113 3788 4
GPBI 113 2713 4

Table 5
System halt error detail in partial bitstream injection.

Injection Offset Bit

SPBI 367032 4
367032 5
367034 5
367035 0

GPBI 367032 4
367032 5
367034 5
367035 0

Table 6
Parameters in the FMEA.
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bitstream failure (LBF), calculation results error (CRE), and system
halt (SH). Table 3 presents the detail about each kind of errors.

4.1. Injection results

Finally, for the BFBI, we detected 87 errors from the 100000
injections, and they are all the system halt. Every SH error is
recovered by repower the test board.

For the SPBI and GPBI, 3905 and 2830 soft errors are detected,
respectively. Soft errors are similar and illustrated in Table 4. The
errors include loading bitstream failure, calculation results error,
and system halt. More importantly, the occurrence locations of the
detected errors for LBF and SH are identical. Take the system halt
error as an example, and Table 5 displays the offset and bit infor-
mation of the SH error in SPBI and GPBI. It can be seen that the
offset and bit in both injections are indeed duplicated.

The loading bitstream failure and calculation results error are
processed by retransferring and reloading the partial bitstream to
CRAM. At the same time, it requires to repower the test board to
solve the system halt error.

4.2. Result analysis

Soft error sensitivity (SES) is the ratio of detected errors in all
injected ones and can be calculated in (1) [24]. The BFBI is the same
for both partial bitstream injections, and the SES of BFBI is
8.70 � 10�4.

SES¼Ne
Ni

(1)

SES: soft error sensitivity, Ne: number of the detected error, and
Ni: the number of injected errors.

Concerning the CRE, the SES values of SPBI and GPBI are
1.37 � 10�2 and 9.92 � 10�3, respectively. The partial bitstream
length of Sobel and Gaussian is 476320 bytes and 3810560 bits.
Although the injected fault numbers of SPBI and GPBI are different,
as mentioned above, the LBF and SH errors are duplicated,
including the offset and bit address. It is reasonable. Apart from the
different algorithms, other parts are identical for the two RMs.

Comparing the partial bitstreams of Sobel and Gaussian, 19263
bytes are different in all 476320 bytes. Among the 19263 bytes, '10

in the Sobel partial bitstream is 34000 bits, while 31254 bits in the
Gaussian partial bitstream. The discrepancy is 2746 bits, equal to
the disparity between '10 in Sobel and Gaussian partial bitstreams
(276089 and 273343 bits, respectively). The number of the
remaining '10 for both RMs is 242089. Therefore, the duplicated
errors in both injections can be considered from the 242089 bits'
injections. Further, LBF and SH's SES values for SPBI and GPBI are
4.67 � 10�4 and 1.65 � 10�5, respectively.

5. FMEA from DPR fault injection

The fault injection emulates SEU in the CRAM of the target de-
vice, and the obtained errors are the effect of different kinds of
system failure. The DPR design is composed of the static and
reconfiguration modules, and it should follow the specific
Table 3
Detected error types during the injection.

Detected error Detail of the error

LBF Bitstream can't be loaded to CRAM from DDR
CRE At least one is different from the expected results
SH The program stops running, and no fresh messages
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operation sequences for the two modules' execution. Hence, the
FMEA method is more suitable to analyze the results further in this
project. The FMEA module is applied to assess the observed errors
from the DPR injection to analyze the DPR design's sensitivity
systematically. That's the significant difference of current work
with other reported DPR-based fault injection efforts [25e27].

5.1. FMEA construction

To construct the FMEA, the following information: top event,
module, failure mode, failure rate, severity, and risk priority num-
ber (RPN), should be determined. For the Ultrascaleþ MPSoC, the
top event is the system malfunction, and the module includes the
static and reconfiguration ones. According to the fault injection, the
module, failure mode, failure rate, and processing methods in the
FMEA are presented in Table 6. In this table, the failure rate is
mainly affected by the number of detected errors [1e33]. The un-
certainty of the failure rate can be obtained by n1/2/N (n: corre-
sponding detected error number, N: corresponding injected bit
number) [28].

In this study, the module covers the Static, the Sobel, and
Gaussian RMs. The Static module's failure mode is SH with
8.70 � 10�4, and this failure is processed by repowering the test
board. The failure modes and processing methods for Sobel and
Gaussian RM are the same, except for the CRE failure rates are
different.

5.2. System risk assessment

A failure mode's RPN characterizes its impact on the system risk
consequences for the system-level risk assessment. The larger the
RPN value for a failure mode, the greater the impact on the system
vulnerability. Like the RPN of failure mode, the larger the RPN value
for a module or component, the greater the influence on the system
Module Failure mode Failure rate Processing methods

Static Module SH (8.70 ± 0.93) � 10�4 Repowering
Sobel RM LBF (4.67 ± 0.44) � 10�4 Reloading bitstream

CRE (1.37 ± 0.02) � 10�2 Reloading bitstream
SH (1.65 ± 0.83) � 10�5 Repowering

Gaussian RM LBF (4.67 ± 0.44) � 10�4 Reloading bitstream
CRE (9.92 ± 0.19) � 10�3 Reloading bitstream
SH (1.65 ± 0.83) � 10�5 Repowering



W. Yang, Y. Li and C. He Nuclear Engineering and Technology 54 (2022) 2031e2036
reliability. The larger RPN also indicates the priority of taking
measures to this failure mode or component [29,30]. As Xilinx uses
Ultra-Low Alpha (ULA) material, the average alpha particles flux
from package impurities is estimated to be 0.001 cm�2 h�1 [31].
And the 16 nm FinFET CRAM upset rate from package alpha particle
impurities is about 0.1 FIT/Mb [16]. The static and reconfiguration
module's total bits are 44549344 and 3810560 bits. Therefore, for
the DPR design, the SEU failure rates of the static and reconfigu-
ration modules are 4.45 and 0.38 FIT, respectively. There are two
components and three kinds of failure modes for the DPR design,
represented as follows. {C(1), C(2)} ¼ {Static module, Module} and
{FM(1), FM(2), FM(3)} ¼ {SH, LBF, CRE}. The ith component's RPN
(RPN_C(i)) and the kth failure mode's RPN (RPN_FM(k)) can be
calculated by (2) and (3), respectively.

RPN CðiÞ¼ FR CðiÞ�
Xz

k¼1

Pði; FMðkÞÞ� S FMðkÞ; 13 k3z (2)

RPN FMðkÞ¼ S FMðkÞ�
Xn

i¼1

FR CðiÞ� Pði; FMðkÞÞ; 13 i3n (3)

RPN_C(i): RPN of the component, FR_C(i): SEU rate of the
component, P (i, FM(K)): the probability of FM(K) if a failure occurs
in the component, S_FM(k): severity rate of the failure mode.

For the DPR design, {FR_C(1), FR_C(2)} is {4.45 FIT, 0.38 FIT} and
taking into the influence and processing methods of the failure
modes, {S_FM(1), S_FM(2), S_FM(3)} is {10, 6, 4}. Hence, the values
of RPN_C(i) and RPN_FM(k) are follows.

RPN_C(1) ¼ 4.45 � (8.70 � 10�4 � 10 þ 0 �
6 þ 0 � 4)¼(3.87 ± 0.41) � 10�2 FIT

RPN_C(2) ¼ 0.38 � (1.65 � 10�5 � 10 þ 4.67 � 10�4 � 6 þ 1.18 �
10�2 � 4)¼(1.91 ± 0.04) � 10�2 FIT

(1.18 � 10�2 is the average CRE of SBPI and GBPI, other failure
rates are also averages)

RPN_FM(1) ¼ 10 � (8.70 � 10�4 � 4.45 þ 1.65 � 10�5 �
0.38)¼(3.88 ± 0.42) � 10�2 FIT

RPN_FM(2) ¼ 6 � (0 � 4.45 þ 4.67 � 10�4 � 0.38)¼
(1.06 ± 0.10) � 10�3 FIT

RPN_FM(3) ¼ 4 � (0 � 4.45 þ 1.18 � 10�2 � 0.38)¼
(1.79 ± 0.10) � 10�2 FIT

It can be seen that the RPN_C(1)> RPN_C(2) and RPN_ FM(1)
>RPN_ FM(3)> RPN_ FM(2). That demonstrates the static module
and system halt error should be paid more attention to SEE hard-
ening. In Ref. [32], Xilinx describes an example to improve the
reliability of the DPR design on Ultrascaleþ MPSoC recently. It
combines the isolation design flow and dynamic partial reconfi-
guration to reduce soft errors. In the future, we will try to implant
this solution into our design to examine its performance.

In [33], aiming at the Xilinx 16 nm FinFET Ultrascaleþ MPSoC,
fault injection based on soft error mitigation (SEM) and fault tree
analysis have been conducted. The SEM IP depends on the specific
block and takes up resources on the FPGA. If the fault is injected
into the SEM IP corresponding bits, the operation will fail. It is
different from Ref. [33]. DPR-based injection operates without us-
ing other FPGA resources. Moreover, the FMEA points out different
bitstreams and failure modes severity sequences.
2035
6. Conclusion

Fault injection on the Xilinx 16 nm FinFET Ultrascaleþ MPSoC
has been conducted depending on dynamic partial reconfiguration.
And the reconfiguration module implements the Sobel and
Gaussian image filter algorithms. Three kinds of errors, including
calculation results error, loading bitstream failure, and system halt,
are investigated. The failure modes and effects analysis method is
applied further based on the obtained results. The fault injection
and analysis illustrate that the static module and system halt need
to take priority hardening measures. This work provides a solution,
depending on DPR and FMEA, to assess the reliability of the SRAM-
based Ultrascaleþ MPSoC.
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