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ABSTRACT. We study MDS (maximum distance separable) self-dual codes over Galois ring $R = GR(2^m, r)$. We prove that there exists an MDS self-dual code over $R$ of length $n$ if $(n - 1)$ divides $(2^r - 1)$, and $2^m$ divides $n$. We also provide the current state of the problem for the existence of MDS self-dual codes over Galois rings.
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1. Introduction

In this paper, we study the construction of MDS (maximum distance separable) self-dual codes over Galois rings. There are many researches for MDS self-dual codes. Grassl and Gulliver [5] gave almost complete results for MDS self-dual codes over finite fields with even characteristic. For finite fields with odd characteristic, there is an extensive result [4]. For MDS self-dual codes over the rings $\mathbb{Z}_{p^m}$, there is also a research [10]. The next step is Galois rings $GR(p^m, r)$ which include finite fields and the rings $\mathbb{Z}_{p^m}$. For $p = 2$ case, the codes were studied in [1], where MDS self-dual codes of length $n = 2^r$ were constructed using an extended Reed-Solomon codes. For $p = 1 \pmod{4}$ with any $r$ or $p \equiv -1 \pmod{4}$ with even $r$, the codes were investigated in [9], where various MDS self-dual codes over $GR(p^m, 2)$ were constructed using the building-up construction. For $p \equiv -1 \pmod{4}$ with odd $r$, the codes were investigated in [6], where various MDS self-dual codes over $GR(p^m, 3)$ were constructed using the building-up construction.

In [2], Dougherty et al. studied minimum distance, MDS codes, and self-dual codes related to projection and lifting of codes over finite chain rings. This study was developed in [7], where MDS self-dual codes over Galois rings were described...
with respect to the projection and the lifting of codes. In this paper, we continue the study. The results of this paper are as follows. First we prove that there exists an MDS self-dual code over $GR(2^m, r)$ with parameters $[n, n/2, n/2 + 1]$, if $(n - 1) | (2^r - 1)$ and $2^m | n$. Second, we give the current state of the problem for the existence of MDS self-dual codes over Galois rings.

This paper is organized as follows. In Section 2, we provide basic facts for finite chain rings, Galois rings, linear codes, self-dual codes, and MDS codes. And then we give the results for the existence of MDS self-dual codes over finite chain rings. In Section 3, we describe our main results, which are about the existence of MDS self-dual codes over Galois rings. In Section 4, we summarize this paper and give some future works.

2. Preliminaries

We provide well-known facts for finite chain rings, Galois rings, linear codes, self-dual codes, and MDS codes. After that we present the results for the existence of MDS self-dual codes over finite chain rings.

2.1. Finite chain rings. We give basic facts about finite chain rings [2]. Let $R$ be a finite chain ring, $m$ the unique maximal ideal of $R$, and let $\gamma$ be the generator of the unique maximal ideal $m$. Then $m = \langle \gamma \rangle = \{ \beta \gamma \mid \beta \in R \}$. We have

$$R = \langle \gamma^0 \rangle \supset \langle \gamma^1 \rangle \supset \cdots \supset \langle \gamma^i \rangle \supset \cdots \supset \langle \gamma^e \rangle = \{0\}. \quad (1)$$

Let $e$ be the minimal number such that $\langle \gamma^e \rangle = \{0\}$. The number $e$ is called the nilpotency index of $\gamma$.

Let $F = R/m = R/\langle \gamma \rangle$ be the residue field with characteristic $p$, where $p$ is a prime number. We know that $[F] = q = p^r$ for some integers $q$ and $r$. We also know that for any element $a$ of $R$, it can be written uniquely as

$$a = a_0 + a_1 \gamma + a_2 \gamma^2 + \cdots + a_{e-1} \gamma^{e-1}, \quad (2)$$

where $a_i \in F$. For an arbitrary positive integer $i$, we define $R_i$ as

$$R_i = \{ a_0 + a_1 \gamma + a_2 \gamma^2 + \cdots + a_{i-1} \gamma^{i-1} \mid a_i \in F \} \quad (3)$$

where $\gamma^{i-1} \neq 0$, but $\gamma^i = 0$ in $R_i$, and define two operations over $R_i$:

$$\sum_{l=0}^{i-1} a_l \gamma^l + \sum_{l=0}^{i-1} b_l \gamma^l = \sum_{l=0}^{i-1} (a_l + b_l) \gamma^l \quad (4)$$

$$\sum_{l=0}^{i-1} a_l \gamma^l \cdot \sum_{l'=0}^{i-1} b_{l'} \gamma^{l'} = \sum_{s=0}^{i-1} (\sum_{l+l'=s} a_l b_{l'}) \gamma^s \quad (5)$$

It is easy to get that all the $R_i$ are finite rings.

For two positive integers $i < j$, we define a map as follows:

$$\Psi^j_i : R_j \to R_i \quad (6)$$
Let \( a, b \) be two arbitrary elements in \( R_j \). It is easy to get that
\[
\Psi_i^j(a + b) = \Psi_i^j(a) + \Psi_i^j(b), \quad \Psi_i^j(ab) = \Psi_i^j(a)\Psi_i^j(b).
\] (8)

We note that the map \( \Psi_i^j \) can be extended naturally from \( R_j^m \) to \( R_i^n \).

### 2.2. Galois rings

We give basic facts about Galois rings \([13]\). Let \( p \) and \( m \) be a fixed prime and a positive integer, respectively. First, we consider the following canonical projection:
\[
\mu : \mathbb{Z}_{p^m} \rightarrow \mathbb{Z}_p
\] (9)
which is defined by
\[
\mu(c) = c \pmod{p}.
\] (10)
The Map \( \mu \) can be extended naturally to the following map:
\[
\mu : \mathbb{Z}_{p^m}[x] \rightarrow \mathbb{Z}_p[x]
\] (11)
which is defined by
\[
\mu(b_0 + b_1x + \cdots + b_nx^n) = \mu(b_0) + \mu(b_1)x + \cdots + \mu(b_n)x^n.
\] (12)
This extended \( \mu \) is a ring homomorphism with kernel \((p)\).

Let \( f(x) \) be a polynomial in \( \mathbb{Z}_{p^m}[x] \). Then, \( f(x) \) is called basic irreducible if \( \mu(f(x)) \) is irreducible. The Galois ring is constructed as
\[
GR(p^m, r) = \mathbb{Z}_{p^m}[x]/(f(x)),
\] (13)
where \( f(x) \) is a monic basic irreducible polynomial in \( \mathbb{Z}_{p^m}[x] \) of degree \( r \). The elements of \( GR(p^m, r) \) are the residue classes of the form
\[
b_0 + b_1x + \cdots + b_{r-1}x^{r-1} + (f(x)),
\] (14)
where \( b_i \in \mathbb{Z}_{p^m}(0 \leq i \leq r-1) \).

A polynomial \( h(x) \) in \( \mathbb{Z}_{p^m}[x] \) is called a basic primitive polynomial if \( \mu(h(x)) \) is a primitive polynomial. It is known fact that there is a monic basic primitive polynomial \( h(x) \) of degree \( r \) over \( \mathbb{Z}_{p^m} \) and \( h(x)|(x^{p^r}-1) \) in \( \mathbb{Z}_{p^m}[x] \). Let \( h(x) \) be a monic basic primitive polynomial in \( \mathbb{Z}_{p^m}[x] \) of degree \( r \). Consider the following element:
\[
\xi = x + (h(x)) \in GR(p^m, r) = \mathbb{Z}_{p^m}[x]/(h(x)).
\] (15)
Then, the order of \( \xi \) is \( p^r - 1 \). Teichmüller representatives are defined as follows:
\[
T = \{0, 1, \xi, \xi^2, \ldots, \xi^{p^r-2}\}.
\] (16)
Then, every element \( a \in GR(p^m, r) \) can be uniquely represented by the form
\[
a = a_0 + a_1p + a_2p^2 + \cdots + a_{m-1}p^{m-1},
\] (17)
where \( a_i \in T, (0 \leq i \leq m-1) \).
The Galois ring $\text{GR}(p^m, r)$ is a finite chain ring of length $m$, and its ideals are linearly ordered by inclusion,
\[
\text{GR}(p^m, r) = \langle p^0 \rangle \supset \langle p^1 \rangle \supset \cdots \supset \langle p^j \rangle \supset \cdots \supset \langle p^m \rangle = \{0\}.
\]
(18)
The $p$ and $m$ in this subsection correspond to $\gamma$ and $e$ in subsection 2.1, respectively.

2.3. Codes over finite chain rings. Let $R$ be a finite chain ring. An $R$-submodule $C \subseteq R^n$ is called a linear code of length $n$ over $R$. Unless otherwise specified all codes are assumed linear. The elements in $C$ are called codewords. The weight of a codeword $c = (c_1, c_2, \ldots, c_n)$ in $C$ is the number of nonzero $c_j, (1 \leq j \leq n)$. The minimum weight of $C$ is the smallest nonzero weight of any codeword in $C$.

We define the inner product, that is, for $x, y \in R^n$, we define
\[
\langle x \cdot y \rangle = x_1 y_1 + \cdots + x_n y_n.
\]
(19)
For a code $C$ of length $n$ over $R$, let
\[
C^\perp = \{ x \in R^n \mid x \cdot c = 0, \forall c \in C \}
\]
(20)
be the dual code of $C$. If $C \subseteq C^\perp$, then we say that $C$ is self-orthogonal, and if $C = C^\perp$, then we say that $C$ is self-dual.

It is known that a generator matrix for a code $C$ over a finite chain ring is permutation-equivalent to a matrix of the form
\[
G = \begin{pmatrix}
I_{k_0} & A_{0,1} & A_{0,2} & \cdots & A_{0,e-1} & A_{0,e} \\
0 & \gamma I_{k_1} & \gamma A_{1,2} & \cdots & \gamma A_{1,e-1} & \gamma A_{1,e} \\
0 & 0 & \gamma^2 I_{k_2} & \cdots & \gamma^2 A_{2,e-1} & \gamma^2 A_{2,e} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \gamma^{e-1} I_{k_{e-1}} & \gamma^{e-1} A_{e-1,e}
\end{pmatrix},
\]
(21)
where $e$ is the nilpotency index of $\gamma$. The generator matrix $G$ is said to be in a standard form. All generator matrices in a standard form for a code $C$ over a finite chain ring have the same parameters $k_0, k_1, k_2, \ldots, k_{e-1}$ [12, Theorem 3.3].

The rank of $C$, denoted by rank($C$), is defined as the number of nonzero rows of its generator matrix $G$ in a standard form. Therefore rank($C$) = $\sum_{i=0}^{e-1} k_i$. We call $k_0$ in $G$ the free rank of a code $C$. If rank($C$) = $k_0$, then $C$ is called a free code. We say that $C$ is an $[n, k, d]$ linear code, if the code length is $n$, the rank of $C$ is $k$, and the minimum weight of $C$ is $d$. It is immediate that a code $C$ with the generator matrix in Equation (21) has cardinality
\[
|C| = |F|^{ \sum_{i=0}^{e-1} (e-i) k_i } = (p^r)^{ \sum_{i=0}^{e-1} (e-i) k_i } = (p^r e)^{k_0 (p^r (e-1))^{k_1} \cdots (p^r)^{k_{e-1}}}. 
\]
(22)
In this case, the code $C$ is said to have the type:
\[
1^{k_0} (\gamma)^{k_1} (\gamma^2)^{k_2} \cdots (\gamma^{e-1})^{k_{e-1}}.
\]
(23)

Let $i$ and $j$ be two integers such that $1 \leq i \leq j$. We say that an $[n, k]$ code $C_1$ over $R_i$ lifts to an $[n, k]$ code $C_2$ over $R_j$, denoted by $C_1 \leq C_2$, if $C_2$ has a
generator matrix $G_2$ such that $\Psi_j^i(G_2)$ is a generator matrix of $C_1$. Hence, it can be proven that $C_1 = \Psi_j^i(C_2)$.

2.4. MDS codes. It is known [11] that for a (linear or nonlinear) code $C$ of length $n$ over any finite alphabet $A$

$$d \leq n - \log_{|A|}(|C|) + 1.$$  (24)

Codes meeting this bound are called MDS codes. Further, if $C$ is a linear code over a finite chain ring, then

$$d \leq n - \text{rank}(C) + 1.$$  (25)

Codes meeting this bound are called MDR (Maximum Distance with respect to Rank) codes [3, 12]. MDR codes do not imply MDS codes. See the following example.

Example 2.1. Let $C$ be a linear code generated by $G = (2)$ over $\mathbb{Z}_4$. Then, $n = 1$, $\text{rank}(C) = 1$, and $d = 1$. Therefore, $C$ is MDR code. Because $\log_{|A|}(|C|) = \log_4 2 = \frac{1}{2}$, $C$ is not MDS.

The following lemma states the necessary and sufficient condition for MDS codes.

Lemma 2.2. [7, Lemma 2.3] Let $C$ be a linear code over a finite chain ring $R$. Then, $C$ is MDS if and only if $C$ is MDR and free.

The following theorem states that the weight distribution of MDS codes over $GR(p^m, r)$ of length $n$ is uniquely determined.

Theorem 2.3. [12, Theorem 5.10] Let $C$ be a MDS code over $GR(p^m, r)$ of length $n$ and minimum weight $d$. For $d \leq w \leq n$, denote by $A_w$ the number of words of weight $w$ in $C$. Then,

$$A_w = \binom{n}{w} \sum_{i=0}^{w-d} \binom{w}{i} (p^{mr(w+1-d-i)} - 1).$$  (26)

For a code $C$ over a finite chain ring, we say that $C$ is an MDS self-dual code if $C$ is MDS and self-dual.

2.5. MDS self-dual codes over finite chain rings. In this subsection, we describe MDS self-dual codes over finite chain rings with respect to projection and lifting [7].

Theorem 2.4. [7, Theorem 3.8] Let $R$ be a finite chain ring. If $C$ is an MDS self-dual code of length $n$ over $R_j$ then $\Psi_j^i(C)$ is an MDS self-dual code of length $n$ over $R_i$ for all $1 \leq i < j$.

Theorem 2.5. [7, Theorem 3.9] Let $R$ be a finite chain ring, $F = R/(\gamma)$, where $|F| = q = p^r$, $2 \neq p$ a prime. Let $C$ be an MDS self-dual code over $R_i$. Then $C$ can be lifted to an MDS self-dual code over $R_j$ for all $i < j$. 
Theorem 2.6. [7, Theorem 3.10] Let $R$ be a finite chain ring, $F = R/\langle \gamma \rangle$, where $|F| = q = p^r$, for a prime $p$ and a positive integer $r$. Let $C$ be an MDS self-dual code of length $n$. Then we have the following.

1. If $p = 2$ or $p^r \equiv 1 \pmod{4}$, then $n$ is even.
2. If $p^r \equiv -1 \pmod{4}$, then $n \equiv 0 \pmod{4}$.

Using Theorems 2.4 and 2.5, the existence of MDS self-dual codes over $R_i$ is equivalent to those over $F_q$, if $q$ is odd. For the existence of MDS self-dual codes over $F_q$, (odd $q$), we can refer to [4].

3. MDS self-dual codes over Galois rings

In this subsection, we describe MDS self-dual codes over Galois rings [7]. If $p$ is an odd prime, then by the previous subsection, we know that the existence of MDS self-dual codes over $GR(p^m, r)$ is the same as that over $F_{p^r}$. More specifically, if we have an $[n, n/2]$ MDS self-dual code over $F_{p^r}$, then we can construct an $[n, n/2]$ MDS self-dual code over $GR(p^m, r)$ for all $m \geq 1$ using the method in [2, Theorem 3.7].

Suppose that $p = 2$. By the previous subsection, we know that if we have an MDS self-dual code over $GR(2^m, r)$ of length $n$, then we have an MDS self-dual code over $GR(2^\ell, r)$ of length $n$ for all $1 \leq \ell \leq m$ using the projection map. But the converse direction is not guaranteed.

Theorem 3.1. [5, Theorem 3] For $R = GR(2, r) = F_{2^r}$, there exist MDS self-dual codes $C = [2k, k, k + 1]$ over $R$ for all $k = 1, \ldots, 2^r - 1$.

If MDS conjecture over finite fields [8, Section 7.4] is true, then the case $m = 1$ is completed. From now we assume that $m \geq 2$.

Theorem 3.2. [7, Theorem 4.5] For Galois ring $R = GR(2^m, r)$, we have the following:

1. If $m \geq 2$, then there is no MDS self-dual code over $R$ for code length $n \equiv 2 \pmod{4}$.
2. If $m \geq 2$ and $r$ is odd, then there is no $[4, 2, 3]$ MDS self-dual code over $R$.

Theorem 3.3. [7, Theorem 4.6] Let $R = GR(2^m, r)$, $m \geq 2$, and even $r$. Then there is a $[4, 2, 3]$ MDS self-dual code over $R$.

Now, we give our main result of this paper.

Theorem 3.4. Let $R = GR(2^m, r)$, and $n$ be a positive integer such that $(n-1) \mid (2^r-1)$ and $2^m \mid n$. Then there exists an MDS self-dual code over $R$ with parameters $[n, n/2, n/2 + 1]$.

Proof. The proof is based on the proof of Theorem 4.6 in [1] and the Example 5.6 in [12]. Let $\xi \in R$ be a primitive $(2^r - 1)$th root of unity such that $\xi$ is a primitive $(2^r - 1)$th root of unity in $F_{2^r}$. Let $\alpha = \xi^{2^r-1}$. Then $\alpha$ is a primitive...
(n − 1)th root of unity such that \( \bar{\alpha} \) is a primitive \((n - 1)\)th root of unity in \( \mathbb{F}_{2^r} \).

Then the Reed-Solomon code \( C \) over \( R \) with distance \( d = n/2 \) is generated by
\[
g(x) = (x - \alpha)(x - \alpha^2) \cdots (x - \alpha^{d-1}).
\]
Then \( C \) is an \([n - 1, n/2, n/2]\) MDS code and has the following parity check matrix:
\[
H = \begin{bmatrix}
1 & \alpha & \alpha^2 & \cdots & \alpha^{n-1} \\
1 & \alpha^2 & (\alpha^2)^2 & \cdots & (\alpha^2)^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{d-1} & (\alpha^{d-1})^2 & \cdots & (\alpha^{d-1})^{n-1}
\end{bmatrix}.
\]

Let \( h(x) \in R[x] \) be the check polynomial of \( C \), i.e., \( x^n - 1 = g(x)h(x) \), hence
\[
h(x) = (x - \alpha^d)(x - \alpha^{d+1}) \cdots (x - \alpha^n).
\]

The dual code \( C^\perp \) is generated by \( g_1(x) = \frac{1}{h(0)} h^*(x) = (x - 1)(x - \alpha)(x - \alpha^2) \cdots (x - \alpha^{d-1}) \), and is an \([n - 1, n/2 - 1, n/2 + 1]\) MDS code. Since \( g(x) \) divides \( g_1(x) \), \( C^\perp \) is self-orthogonal. Furthermore since the all-one vector \( \mathbf{1} \) is not in \( C^\perp \) but in \( C \), we have \( C = C^\perp + \mathbf{1} \). Now we extend \( C \), say \( C_1 \), by adding \( 1 \) at the end of \( \mathbf{1} \), and zero \( 0 \) at the end of any codewords generating \( C^\perp \) (and obviously by combining them). Then \( C_1 \) is an \([n, n/2, n/2 + 1]\) MDS code. By construction, \( C_1 \) is also self-dual and has the following generator matrix:
\[
G = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 & 1 \\
1 & \alpha & \alpha^2 & \cdots & \alpha^{n-1} & 0 \\
1 & \alpha^2 & (\alpha^2)^2 & \cdots & (\alpha^2)^{n-1} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \alpha^{d-1} & (\alpha^{d-1})^2 & \cdots & (\alpha^{d-1})^{n-1} & 0
\end{bmatrix}.
\]

This completes the proof. \( \square \)

**Remark 3.1.** In [1], Dougherty et al. proved that there exists an MDS self-dual code over \( R = GR(2^m, r) \) with parameters \([2^r, 2^{r-1}, 2^{r-1} + 1]\), which is an extended RS code. But in the statement they missed a condition. The constructed MDS self-dual code contains all-one vector \( \mathbf{1} \). Therefore \( m \leq r \). If \( m > r \), then \( \mathbf{1} \) is not self-orthogonal. So, we should add the condition, \( m \leq r \).

Following Theorem 3.4, if we have positive integers \( n \) and \( m \) such that \((n-1) | (2^r - 1)\) and \( 2^m | n \), then we know that there exist the MDS self-dual codes of length \( n \) over \( GR(2^m, r) \) which are generalized Reed-Solomon codes. Therefore it is important to know the integers. In the following we calculate them. To simplify the calculation, we only consider the cases \( n \geq 8 \) and \( m \geq 2 \). We introduce the notation \( 2^m \parallel n \) which means that \( 2^m | n \) but \( 2^{m+1} \nmid n \). We give positive integer pairs \((n, m)\) such that \((n-1) | (2^r - 1)\) and \( 2^m \parallel n \), \((n \geq 8, m \geq 2)\). If \( r = 1 \) or \( r = 2 \), then there is no such pairs. Therefore we start with \( r = 3 \).

1. \( r = 3 \): \( 2^r - 1 = 7 \). \((n, m) = (8, 3)\).
2. \( r = 4 \): \( 2^r - 1 = 15 = 3 \times 5 \). \((n, m) = (16, 4)\).
Table 1. Positive integer pairs \((n, m)\) such that \((n-1) \mid (2^r-1)\) and \(2^m \parallel n\), \((n \geq 8, m \geq 2)\).

<table>
<thead>
<tr>
<th>(r)</th>
<th>((n, m))</th>
<th>(r)</th>
<th>((n, m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(8, 3)</td>
<td>7</td>
<td>(128, 7)</td>
</tr>
<tr>
<td>4</td>
<td>(16, 4)</td>
<td>8</td>
<td>(16, 4), (52, 2), (256, 8)</td>
</tr>
<tr>
<td>5</td>
<td>(32, 5)</td>
<td>9</td>
<td>(8, 3), (512, 9)</td>
</tr>
<tr>
<td>6</td>
<td>(8, 3), (64, 6)</td>
<td>10</td>
<td>(12, 2), (32, 5), (1024, 10)</td>
</tr>
</tbody>
</table>

Table 2. Existence of MDS self-dual codes of length \(n\) over \(GR(2^m, r), (m \geq 2)\)

<table>
<thead>
<tr>
<th>(r) (\setminus n)</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>X</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O ((m \leq 3)), ? ((m &gt; 3))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>?</td>
<td>X</td>
<td>?</td>
<td>X</td>
<td>O((m \leq 4)), ? ((m &gt; 4))</td>
</tr>
</tbody>
</table>

(3) \(r = 5\): \(2^r - 1 = 31\). \((n, m) = (32, 5)\).
(4) \(r = 6\): \(2^r - 1 = 63 = 3^2 \times 7\). \((n, m) = (8, 3), (64, 6)\).
(5) \(r = 7\): \(2^r - 1 = 127\). \((n, m) = (128, 7)\).
(6) \(r = 8\): \(2^r - 1 = 255 = 3 \times 5 \times 17\). \((n, m) = (16, 4), (52, 2), (256, 8)\).
(7) \(r = 9\): \(2^r - 1 = 511 = 7 \times 73\). \((n, m) = (8, 3), (512, 9)\).
(8) \(r = 10\): \(2^r - 1 = 1023 = 3 \times 11 \times 31\). \((n, m) = (12, 2), (32, 5), (1024, 10)\).

In Table 1, we summarize the calculation.

In Table 2, we show the existence of MDS self-dual codes of length \(n\) over \(GR(2^m, r), (m \geq 2)\). In this table, ’X’, ’O’, and ’?’ represents the nonexistence, existence, and tentatively unknown existence, respectively. Using Theorems 3.2, 3.3, and 3.4, the table can be verified. From the table, for \(r = 3\) case, we know the existence of MDS self-dual codes of length \(8\) over \(GR(2^m, 3)\), if \(m \leq 3\). But if \(m > 3\) then we don’t know the existence. For \(r = 4\) case, we don’t know the existence of MDS self-dual codes of length \(8\) and \(12\) over \(GR(2^m, 4)\).

4. Summary

In this paper, we presented the results for the existence of MDS self-dual codes over Galois rings. We proved that there exists an MDS self-dual code over \(GR(2^m, r)\) with parameters \([n, n/2, n/2 + 1]\), if \((n - 1) \mid (2^r - 1)\) and \(2^m \mid n\). And then we gave the current state of the problem for the existence of MDS self-dual codes over Galois rings. Many aspects remain to be studied in the future, including the existence of MDS self-dual codes of length \(8\) over \(GR(2^2, 4)\) or \(GR(2^4, 3)\).
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