
 

I. INTRODUCTION 

 
 Historically, beekeeping is performed in 

different locations worldwide as a part of 

local food culture and an activity related to 

pollinator production. The primary 

beekeeping product is honey, which is the 

natural sweet substance produced by honey 

bees from the nectar of plants that the bees 

collect, transform, deposit, store, and leave 

in the honeycomb to mature and mature with 

specific substances of their own. In many 

countries around the world, beekeeping is so 

popular. For example, honey is an essential 

component of food culture in many countries 

like Japan, Korea, Bangladesh, India, and so 

on [1,2]. 

Smart farming is a growing way of 

controlling farms with IoT, robotics, drones, 

and AI to boost the quantity and efficiency of 

commodities while reducing the amount of 

human labor required by production[3]. The 

world's population is expected to reach 9.1 

billion people by 2050. According to the 

United Nations' Food and Agriculture 

Organization (FAO), food availability would 

need to be boosted by roughly 70% to 

sustain this increasing population. According 

to the Environmental Change Research 

Program, climate change poses several 

hazards to crop output, animal health, and 

rural economies[4]. 

In South Korea, native beekeeping has been 

practiced since ancient times, and it is an 
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activity that connects forest communities 

and ecosystems. Beekeeping began in Korea 

at least 2000 years ago, during King 

Dongmyeonseng of the Kokuryo 

Kingdom[5,6]. In South Korea, there are 

two sorts of species. 1) Korean native bees 

and 2) Western honey bees[7]. During the 

Chosun dynasty (1392– 1910), beekeeping 

was practiced in roughly half of the Korean 

peninsula counties. Exotic bees already have 

a stronghold in South Korea. Western bees 

accounted for 83 percent of beehives in 

South Korea in 2002[8]. Beehive numbers 

in South Korea are estimated to be 

approximately 2,000,000, with honey 

production ranging between 20,000 and 

27,000 tons recently[9]. 

This study aims to analyze different 

environmental parameters in a Smart Bee 

Farm and then find out the best prediction 

model among the linear regression model 

(LM) and the support vector regression 

model (SVR) based on different 

environmental factors. 

 
 

II. RELATED WORK 
 

The existence of an apiculture ecosystem 

depends on consistent access to 

high-quality bee harvest materials in order 

to create stable and profitable colonies. 

Many beekeepers, particularly those in the 

United States and Europe, relocate their 

larvae to gather fodder supplies after honey 

flows through public and private land [10]. 

A. B. M. Salman Rahman, and et al, has 

published a comparative study based on SVR 

for the change of strawberry production by 

the variation of nutrient water flow[11]. 

Spatio-temporal variations in plant flora and 

pollinator population dynamics significantly 

impact environmental connections between 

plants and pollinators. Plant-pollinator 

relationships across the community 

environment, blooming phenology of plant 

species, and population dynamics of 

essential pollinators should all be researched 

along relevant geographical and temporal 

gradients[12]. 

In statistics, linear regression is a linear 

approach for identifying the relationship 

between a scalar response and one or more 

explanatory variables [13,14]. 

Statistical learning consists of a collection 

of approaches to modeling techniques and 

understanding complex datasets. It is a 

newly developed field in statistics that 

integrates with similar developments in 

computer science as machine learning. The 

field includes other approaches, such as 

lasso and sparse regression, classification 

and regression trees, and the boosting and 

support of vector regression[15]. In 

statistics, support vector regression is 

supervised learning models with associated 

learning algorithms that analyze data [16]. 

Often, ecologists and environmental 

scientists need to track and predict how 

populations will react to environmental 

disruption, change over gradients of the 

landscape, or vary between different 

ecosystems. For several reasons, this 

mission is fraught with confusion[17]. 

 
 

III. METHODOLOGY 
 

The process of creating, processing, and 

validating a model that may be used to 

generate future predictions using known 

outcomes is known as predictive modeling. 

Regression and neural networks are two of 

the most extensively used predictive 
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modeling approaches. This study uses two 

different regression models to find the best 

prediction model for Smart Bee Farm. Two 

methods are 1) the Linear Regression Model 

and 2) the Support Vector Regression Model. 

The linear regression model (LM)  and the 

support vector regression (SVR) model are 

the most widely used machine learning (ML) 

methods for predicting active compounds 

and molecular properties. This part describes 

these two regression models in detail step by 

step. 

 

Linear Regression: 

Linear regression is a linear method in 

Statistics to model the relationship between 

a scalar dependent variable Y and one or 

more explanatory variables denoted as X. 

The case of one explaining variable is called 

a simple linear regression, and the 

procedure is called multiple linear regression 

for more than one explanatory variable 

[18,19]. 

 

We assume a linear regression multivariate 

model, 

 
Yi =β0+β1Xi + …. +ei                              (1) 

 
Here, Yi is the dependent variable, Xi is the 

explanatory variable, β0 and β1 are two 

unknown constants that represent the 

intercept and slope, also known as 

coefficients or parameters, and ei is the 

error term. 

 

Support Vector Regression: 

Support vector machine (SVMs, also 

support vector networks) is a supervised 

learning model in machine learning with 

associated learning algorithms that analyze 

data. Support Vector Machine can be used as 

a regression method, retaining all the key 

characteristics (maximum margin) that 

define the algorithm[20,21]. For 

classification, the Support Vector Regression 

(SVR) follows the same concepts as the 

SVM, with just a few slight variations[22]. 

In the case of regression, a margin of 

tolerance (epsilon) is about in approximation 

to the SVM, which might have already been 

requested from the matter, but besides this 

fact, there is also an additional sophisticated 

reason, the formula is more complicated 

therefore to be taken in consideration. 

 
Equation of Support vector regression  

 

        (2) 

 

Here, the value of f(x) is equal to the inner 

product of two vectors xi and xj in the 

feature space ϕ(xi) and ϕ(xj), that is, K(xi,xj) 

= ϕ(xi)·ϕ(xj). All necessary computations 

can be done directly in the input space 

without having to compute the map ϕ(x), by 

the use of kernels. Some of the popular 

kernel functions are the linear kernel 

K(xi,xj) = xi·xj, polynomial kernel K(xi,xj) 

=  (xi·xj + 1)d. 

 
 

IV. DATA DESCRIPTION 

 
Our studies used smart bee farm 

environmental data for every minute from 

Marh2020 to April 2020, and the data sets 

were collected from an ecological smart bee 

farm at Gwangyang, a town in South Jeolla 

Province, South Korea. The data set 

consists of a Farm Inside Temperature, 

Bee_Box Inside Temperature, and Farm 

Inside Humidity. In this study, the data sets 
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have a total of 53824 entries with three 

variables. Our study aims to find out the best 

prediction model between the linear 

regression model (LM) and the support 

vector regression model (SVR) based on the 

environmental factors of a smart bee farm. 

 
Fig. 1. Farm Inside Temperature for Every 

Second 

 
Fig. 2. Bee_Box Inside Temperature for Every 

Second 
 

Figures 1&2 show Farm Inside and 

Bee_Box inside temperature plot by original 

data for every second. Every plot presents 

the temperature changes in a Smart Bee 

Farm for every second. The figure X-axis 

shows the number of seconds, and the 

Y-axis shows the temperature in Celsius. 

Figure 3 shows the Farm inside humidity 

plot by original data for every second. From 

the plot, we can easily find out the humidity 

changes in Smart Bee Farm every second. 

The X-axis shows the number of seconds in 

the figure, and the Y-axis shows the 

humidity. 

 
Fig. 3. Farm Inside Humidity for Every Second. 

 

Figure 4 shows the relationship among 

three variables for the Smart Bee data set. 

This diagram shows how the directional 

histogram plots the bivariate scatter plots 

around the directional and the spearman 

connection above. This is the estimate of the 

two variables' monotonic relations. The 

correlation value of 1 is the positive overall 

correlation, -1 is the overall negative 

correlation, and 0 does not reflect a 

correlation between variables. For each pair, 

the linear regression redline is seen.  

 The figure shows the positive correlation 

among Farm inside Temperature & Bee_Box 

inside Temperature is (.95), Farm inside 

Temperature & Farm inside Humidity is 

(.27), and Bee_Box inside Temperature & 

Farm inside Humidity is (.09). From the 

figure, we can easily find out that Farm 

inside Temperature is highly correlated with 

Bee_Box inside Temperature. 
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Fig. 4. The relation among three environmental 

factors. 
 

 

 

V. PERFORMANCE EVALUATION 

INDICES 

 
We examine R2 values, mean absolute error 

(MAE), and root mean square error (RMSE) 

values to get the best prediction outcomes.  

Evaluating criteria are used to calculate the 

performance of prediction models. The Root 

Mean Squared Error (RMSE) is used to find 

the square error relative to actual values, as 

well as the square root of the summation 

factor and the prediction's square error. The 

Root Mean square error (RMSE) is a 

level-dependent variable made up of values 

from the same measurement units. 

R2 values between 0.0 and 1.0, and larger 

values, indicate a better bargain [23]. So, 

until the R2 value is almost equal to one, it is 

unlikely that the prediction results will be 

accurate enough. 

 

The equation of R- square value is, 

 

           (3) 
 

In this formula, AAregression is the variance of 

the total squared regression, and AATotal is 

the cumulative squared error number. 

The average model prediction error is 

expressed by both MAE and RMSE in units 

of the interest variable. The two metrics will 

vary from 0 to ∞ and are oblivious to the 

error direction. They are negatively driven 

reviews, which suggests that lower values 

are good[24]. 

 
 The equation for RMSE is, 

 

        (4) 
 

Here, Ypred symbolizes the predicted value, 

Yact symbolizes the real value, and N 

symbolizes the sample size. 

 
The equation for MAE is, 

 

          (5) 
 

 Here, Ypred symbolizes the predicted value, 

Yact symbolizes the real value, and N 

represents the total number. 

 

VI. RESULTS AND DISCUSSION 

 
In the result part, we analyze different 

environmental factors like Farm Inside 

Temperature, Bee_Box Inside Temperature, 

and Farm Inside Humidity using the linear 

regression model and the support vector 

regression model. Here, we compare two 

regression models to find out the best 

prediction model for Smart Bee Farm. 

Nowadays, the linear regression model (LM) 

and the support vector regression (SVR) 
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model are the most widely used machine 

learning (ML) methods for prediction. From 

this part, we can easily find out the best 

prediction model for this study. 

Figures 5, 6, and 7 show the actual curve of 

Farm Inside Temperature, Bee Box Inside 

Temperature, and Farm Inside Humidity 

with Linear Regression Model (LM) fitted 

line.  
 

 
Fig. 5. Farm Inside Temperature for Every 

Second with Linear Regression Prediction Line. 

 
Fig. 6. Bee_Box Inside Temperature for Every 

Second with Linear Regression Prediction Line. 

 
Fig. 7. Inside Humidity for Every Second with 

Linear Regression Prediction Line. 

 
In figures 5, 6, and 7 green line shows the 

actual values of Farm Inside Temperature, 

Bee_Box inside temperature, and Farm 

Inside Humidity. On the other hand, the red 

line shows the linear regression model (LM) 

predictive results of Farm Inside 

Temperature, Bee_Box Inside Temperature, 

and Farm Inside Humidity. From the figure, 

we can say that the prediction lines are very 

close to the actual line. Figures 8, 9, and 10 

show the actual curve of Farm Inside 

Temperature, Bee_Box Inside Temperature, 

and Farm Inside Humidity with the Support 

Vector Regression Model (SVR). 

 In figures 8, 9, and 10, the green line 

shows the actual values of Farm Inside 

Temperature, Bee_Box Inside Temperature, 

and Farm Inside Humidity. On the other hand, 

the red line shows the support vector 

regression (SVR) predictive results of Farm 

Inside Temperature, Bee_Box Inside 

Temperature, and Farm Inside Humidity. 

From the figure, we can easily find out that 

the prediction lines are very close to the 

actual line.  
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Fig. 8. Farm Inside Temperature for Every 

Second with Support Vector Regression 

Prediction Line. 

 

 
Fig. 9. Bee_Box Inside Temperature for Every 

Second with Support Vector Regression Prediction 

Line. 

 
Fig. 10. Farm Inside Humidity for Every Second 

with Support Vector Regression Prediction Line. 

 

We can easily find out the best prediction 

model between the linear regression model 

(LM) and the support vector regression 

model (SVR) in table 1. To find out the best 

prediction results, we consider R2 value, root 

mean squared error (RMSE), and mean 

absolute error (MAE). The ranges of R2 

values from 0.0 to 1.0 and higher values 

indicate a better deal. 

 
Table1: Models of Performance analysis results 

for Linear Regression Model and Support Vector 

Regression Model 
Smart Bee 

Farm 
Linear Regression Model Support Vector 

Regression Model 
R- 

Square 
Value 

RMS
E 

MA
E 

R- 
Square 
Value 

RMS
E 

MA
E 

Farm 
Inside 

Temperature 

0.96 1.01 0.77 0.97 0.84 0.59 

Bee_Box 
Inside 

Temperature 

0.95 1.14 0.87 0.96 0.88 0.64 

Farm 
Inside 

Humidity 

0.41 8.16 6.69 0.44 7.05 9.77 

 

Table 1 shows the R2 value, RMSE, MAE 

for Farm Inside Temperature, Bee_Box 

Inside Temperature, and Farm Inside 

Humidity for smart bee farm using the linear 

regression model (LM) and support vector 

regression model (SVR). From the table, we 

can easily find out the best prediction model 

between the two. After analyzing the Farm 

Inside Temperature, Bee_Box Inside 

Temperature, and Farm Inside Humidity of 

Smart Bee Farm, we find out the best 

prediction model. The best prediction model 

is the support vector regression model 

(SVR) based on R2 value 0.97 for Farm 

Inside Temperature, 0.96 for Bee_Box 

Inside Temperature, and 0.44 for Inside 

Humidity. 
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Ⅶ. CONCLUSION 

The bee lives in a variety of natural and 

man-made environments. It is necessary as 

a pollinator for agricultural crops, and the 

beekeeping sector produces honey, bee 

venom, pollen, and wax as a source of 

income. In conclusion, our study analyzed 

and identified the best prediction model 

among the linear regression models (LM) 

and the support vector regression model 

(SVR). All results and analyses give us 

acuteness between two models, and we find 

out the support vector regression model 

(SVR) gives us the best prediction results. 
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