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Abstract 

 
Named entity recognition (NER) is an important basic task in the field of Natural Language 
Processing (NLP). Recently deep learning approaches by extracting word segmentation or 
character features have been proved to be effective for Chinese Named Entity Recognition 
(CNER). However, since this method of extracting features only focuses on extracting some 
of the features, it lacks textual information mining from multiple perspectives and dimensions, 
resulting in the model not being able to fully capture semantic features. To tackle this problem, 
we propose a novel Multi-view Semantic Feature Fusion Model (MSFM). The proposed model 
mainly consists of two core components, that is, Multi-view Semantic Feature Fusion 
Embedding Module (MFEM) and Multi-head Self-Attention Mechanism Module (MSAM). 
Specifically, the MFEM extracts character features, word boundary features, radical features, 
and pinyin features of Chinese characters. The acquired font shape, font sound, and font 
meaning features are fused to enhance the semantic information of Chinese characters with 
different granularities. Moreover, the MSAM is used to capture the dependencies between 
characters in a multi-dimensional subspace to better understand the semantic features of the 
context. Extensive experimental results on four benchmark datasets show that our method 
improves the overall performance of the CNER model. 
 
 
Keywords: Chinese Named Entity Recognition, Multi-head Self-Attention Mechanism, 
Multi-view Feature Fusion Embedding, Natural Language Processing, Semantic Feature 
Fusion. 
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1. Introduction 

Named Entity Recognition (NER) is used to extract structured information from unstructured 
text, such as Person, Location, Organization, etc [1]. NER plays an essential role in many 
downstream tasks of NLP, including information retrieval (IE) [2, 3], question answering (QA) 
[4-6], entity-relationship extraction [7-9], knowledge graph construction [10, 11], etc. In recent 
years, with the rapid development of artificial intelligence [12-15], CNER technology [16] has 
been widely used in general fields, such as network security field [17], social media field [18], 
medical field [19], etc. There are many methods to improve the performance of CNER from 
the perspective of feature extraction [20-24]. One of the classic methods is the Lattice-LSTM 
model proposed by Zhang yue et al. [22], which pioneered the addition of vocabulary 
information to the Chinese NER model based on character features. In order to solve the 
problem that the Lattice-LSTM model cannot parallelize batch processing of data, Liu Wei et 
al. [23] added vocabulary information to the beginning and ending characters of a word in the 
character embedding layer. To obtain the word boundary information of words to reduce the 
impact of word segmentation errors on entity recognition. Ma Ruotian et al. [24] also proposed 
a simple method in the embedding layer to embed vocabulary information into characters, 
which only needs to make fine adjustments to the character embedding layer to embed 
characters into vocabulary information, so as to achieve the effect of character-word 
information combination.  

The above innovations of these methods are based on character features, adding more 
accurate vocabulary information, and enhancing the semantic understanding of the model from 
the perspective of character and vocabulary features. However, these methods still lack the 
multi-directional information acquisition of the text. The most fine-grained Chinese is a 
character. The above methods only focus on the understanding of the character meaning in the 
feature extraction of the characters, and ignore the strengthening effect of the shape and sound 
on the understanding of the character meaning. Moreover, none of these methods dig deep into 
the inter-character relationship of the sentences in the sentence level. 

This paper proposes a Multi-view Semantic Feature Fusion Model (MSFM) for Chinese 
Named Entity Recognition. The core of the model is a Multi-view Semantic Feature Fusion 
Embedding Module (MFEM) and a Multi-head Self-Attention Mechanism Module (MSAM). 
In the embedding presentation layer, a MFEM is constructed to fuse character features, word 
boundary features, radical features, and pinyin features. Capturing character-based 
information from multiple aspects effectively solves the problem that most CNER models only 
consider partial features of word or character to capture sentence information while ignoring 
the integration of sentence semantic information from multiple perspectives. The MSAM is 
embedded between the network coding layer and the label decoding layer to capture the 
contextual information contained in the text itself from subspaces of different dimensions to 
better understand and mine the semantic features contained in the text itself. Experiments on 
four public datasets demonstrate that the MSFM can improve the overall performance of the 
CNER model. The most highlighted point is that our method can facilitate the CNER model 
to enrich the semantic features at the character level and capture the relationship between 
sentences at the sentence level, so as to avoid the CNER model from affecting the overall 
recognition performance of the model due to insufficient features. 
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Fig. 1. The overall architecture of Multi-view Semantic Feature Fusion Model for Chinese 

Named Entity Recognition 
 

The main contributions can be summarized as follows: 
 We propose a Multi-view Semantic Feature Fusion Model for Chinese Named Entity 

Recognition to fully extract the features contained in the text from multiple angles and 
multiple dimensions to improve the overall recognition performance of the model. 

 For the constructed Multi-view Semantic Feature Fusion Embedding Module, we 
integrate the semantic information of characters from multiple angles to compensate for 
the insufficient acquisition of semantic features and other issues to improve the 
performance of model recognition. 

 For the embedded Multi-head Self-Attention Mechanism Module, we capture the global 
dependency of the entire sentence in a multi-dimensional subspace to better understand 
and extract the semantic features of the text itself, and ultimately improve the recognition 
performance of the model. 

 Experimental results show that our method improves the overall performance of the 
CNER model, and effectively enhances the ability to capture the characteristics of 
Chinese text from multiple angles and dimensions. 
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2. Model 
This paper proposes a MSFM for CNER. The overall structure of the model is shown in Fig. 
1. The model is mainly divided into four modules, including the multi-view semantic feature 
fusion embedding module, BiLSTM network coding module, MSAM, and Conditional 
Random Fields (CRF) tag decoding module. Thereinto in the MFEM, aimed at better 
understanding the semantic information of the sentence, character features will be integrated 
from multiple perspectives. In the BiLSTM network coding module, the received multi-view 
semantic feature fusion vector is subjected to context coding. In the MSAM, the contextual 
information of the text is captured in a multi-dimensional subspace to fully extract the semantic 
information contained in the text itself. Finally, in the CRF label decoding module, the label 
of each character is predicted. 

2.1 Multi-view Character Embedding Fusion Module 
The construction of MFEM plays a vital role in CNER. The finest granularity in Chinese 
sentences are Chinese characters. In Chinese, the finest granularity in a sentence is character. 
Each Chinese character is not completely equal to an independent character. Because the 
position in each sentence affects its important meaning. Therefore, each Chinese character 
needs to provide its multi-directional information for the Chinese sentence in which it is 
located, to ensure the multi-angle understanding of the semantic features of the depth model. 
The existing embedding methods for CNER are generally divided into three types. The first 
embedding method is to start from the perspective of a single character [25, 26], mapping each 
Chinese character in the sentence to the semantic space to form a character vector, and then 
replace it with a pre-trained word vector. However, its drawback is that the semantic 
relationship between adjacent Chinese characters is not used, and the word boundary 
information is ignored. The second embedding method is applied from the perspective of 
words [27]; each sentence is divided into multiple words and mapped to the semantic space to 
form a word vector, and then replaced with the trained word vector. However, the embedding 
method is limited to the accuracy of word segmentation, because Chinese cannot be segmented 
naturally. The third embedding method is the character-word combination [28, 29], which 
avoids ignoring word boundary information and limiting to the accuracy of word segmentation. 
However, this method also has less angles of capturing semantic features, and almost fails to 
interpret Chinese sentences in multiple dimensions. 
 
In order to enable the model to integrate the semantic information of sentences from multiple 
perspectives, we build a MSFM, as shown in Fig. 2. This module is composed of character 
features, word boundary features, radical features and pinyin features, which correspond to 
four parts of information: meaning, word boundary, form, and sound. We define a Chinese 
sentence Si whose length is n, and divide each Chinese character into C1, C2, C3,..., Cn. Among 
them, each Chinese character Cj is mapped to an embedded vector Ej containing four parts of 
information, in order to better express the semantic features of the sentence from multiple 
angles. The fusion process of MFEM is shown in Algorithm 1. 
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Fig. 2. Multi-view Character Embedding Fusion Module(MCFM) 

 
 

2.1.1 Character feature embedding 
The pre-trained model has been widely used in the field of CNER [30]. We use the classic 
Word2vec model to train the characters of the Chinese corpus, Gigaword, to form a 
corresponding set of 50-dimensional character vectors. Then we replace the character vector 
in the annotation dataset with the 50-dimensional one obtained through being pre-trained, and 
form the final character vector representation to improve the performance of the deep learning 
model. 
 

 
Fig. 3. The relevance of Radical Feature and Pinyin Feature 
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2.1.2 Word boundary feature embedding 
Only use of embedding the character feature will lack the semantic relationship between 
adjacent characters. Therefore, Peng and Dredze et al. [31] proposed a character feature-based 
CNER model that we can use soft features of characters to improve the recognition 
performance of the model. We embed word boundary features in the construction of the 
MFEM, such as formula (1). w

je  representing the segmented word boundary label. In the text, 
we use Jieba word segmentation to attach the word boundary information in a sentence to the 
characters, in order to to form word boundary features, which are used to obtain the connection 
between adjacent characters. 
 

(1) 
 

2.1.3 Radical feature embedding 
In terms of the text structure, there is a huge difference between Chinese and English. English 
is alphabetic writing, while Chinese is hieroglyphic one. Evolving from primitive pictographs, 
hieroglyphs are essentially texts that depict the shape of objects. Radical refers to any part of 
a character, including the upper, lower, left, right, inner, and outer parts of it. Radicalfacilitates 
us to deeply understand the most basic meaning of Chinese characters. As shown in Fig. 3, if 
you look at the two words "海口(Hai kou)" and "潍坊(Wei fang)" separately, although they 
both have "氵", they are not directly related to water, but locations. The label of "海(Hai)" in 
"海口(Hai kou)" is "B-LOC", and its radical is extracted as "氵". The radical of "潍(Wei)" in 
"潍坊(Weifang)" is "氵", and its label is also "B-LOC". Among these two characters, one is 
"left-right structure" and the other is "left-middle-right structure". The characters are distinct 
in form and structure, but the radicals are the same. Therefore, they are constructed to a certain 
extent. The implicit connection between them facilitates the model's understanding of 
semantic information. For another example, "猿猴(apes)", "狸猫(civet cat)", "豹(leopard)", 
"豺狼(Jackal)" and so on, these words not only have the same "犭", but also contain the 
meaning of animal in explaining the word. At the same time, their spatial structures are all 
"left and right" forms, with similar embedded structural feature components, and they all 
convey implicitly related information from the perspectives of word meaning, font shape, and 
structural form. Therefore, only using character vectors to represent Chinese characters will 
lack the essential characteristics of hieroglyphs. Some existing works use Chinese character 
images as glyph embedding, which is difficult to obtain good results due to its spatial 
complexity. We embed the radical features in the MFEM, such as formula (2), r

je  representing 
the radical of a Chinese character, and the radical information in a sentence is attached to the 
character to form the radical feature, which can simply capture the glyph features from the 
characters themselves, in order to enhance semantic understanding. 
 
 

(2) 
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Algorithm 1 MFEM Fusion Algorithm 
1:Input: Enter each character (C1, C2, C3,..., Cn)) in each sentence Si. 
2:Output: Multi-view Semantic Feature Fusion Embedding Vector C

jE . 
3: Obtain Multi-view Semantic Feature Fusion Embedding Vector. 
4:for n = 1 →  N do 
5:      Capture the character feature in each sentence c

je . 

6:      Capture the word boundary feature information in each sentence w
je . 

7:      Capture the radical features in each sentence r
je . 

8:      Capture the pinyin features in each sentence p
je . 

9:end for 
10:Generate global context Multi-view Semantic Feature Fusion Embedding C

jE  by (4). 

11:return C
jE . 

 

2.1.4 Chinese Pinyin feature embedding 
Chinese Pinyin is the Latinization of Chinese characters, and a special way to symbolize the 
pronunciation of Chinese characters. Pinyin consists of 26 letters and 4 tones. Each Chinese 
character corresponds to a special way of expression, the pronunciation of the Chinese 
character. Usually, the pronunciation of each Chinese character is composed of initials, vowels 
and tones. As shown in Fig. 3, "张文(Zhang wen)" and "张雯(Zhang wen)" are both personal 
names. The pinyin of "文(wen)" is "wén", and the entity tag is "E-PER". The pinyin of the 
word "雯(wen)" is "wén", and its label is also "E-PER". These two characters are quite 
different in terms of meaning, form and structure of the characters. But the Pinyin of the two 
is the same, which builds an inner connection between the two to some extent, which facilitates 
the model's in-depth understanding of the sound and meaning of the word. We embed pinyin 
features in the MFEM, such as formula (3), which represents the corresponding pronunciation 
of a Chinese character. The pinyin information in a sentence is attached to the character to 
form the pinyin feature, which can simply capture the phonetic feature from the character itself 
to enhance semantic understanding. 
 

(3) 
 

Through the above four feature-extracting methods, the model can capture the semantic 
features of sentences from multiple perspectives. However, in response to the differences in 
the embedding dimension of each feature, we cannot directly add various embedding features. 
So we make two fusion methods [32]. 

Concat fusion method 
As shown in formula (4), the four feature vectors are directly spliced to obtain a new multi-

view feature vector to prepare for BiLSTM encoding. Among them, c
je  represents the feature 

vector corresponding to a certain Chinese character; w
je  represents the word boundary feature 

vector corresponding to the character; r
je  represents the radical feature vector corresponding 

to the character, and p
je  represents the pinyin feature vector corresponding to the character. 
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C
jE  represents the multi-view semantic feature fusion embedding vector corresponding to the 

character. 
 

(4) 
 

Concat + Linear fusion method 
As shown in formula (5), after we directly splice the four feature vectors, a linear 

connection layer is added to further fuse the feature vectors. 
 

(5) 
In theory, the Concat + Linear fusion method saves a certain amount of calculation space 

and improves the recognition speed of the model. However, the fusion method may cause the 
loss of fusion information due to linear splicing, which will negatively affect the recognition 
of the model. In this article, we use a large number of experimental surfaces Concat fusion 
methods to achieve the best model performance. 

2.2 LSTM encoding module 
After the MFEM, the Multi-view Semantic Fusion feature vector is connected into the network 
coding layer to capture the dependency between adjacent characters. Common network coding 
layers include Recurrent Neural Network (RNN) [33], Convolutional Neural Network [20], 
Transformer [34] and so on. We choose the Long and Short-Term Memory Network (LSTM) 
[35], which is one of the variants of the RNN. The network selectively retains some important 
information by introducing memory cells and gate structures to solve problems such as 
gradient disappearance and gradient explosion. But the one-way LSTM can only encode the 
semantic information of the sentence one-way from front to back, while ignoring the influence 
of the second half of the information on the first half one. In order to integrate sentence 
information more comprehensively, in this paper, we adopt a single-layer BiLSTM to capture 
contextual information, which can obtain the long-distance dependence of the sentence. The 
specific representation of the hidden state of BiLSTM is  in formulas (6), (7), (8), where →

jH  

and ←

jH  represent the hidden state of the forward LSTM and the reverse LSTM at position j, 
respectively. Connecting the two through the Concat connector help to get the hidden state Hj 
of the BiLSTM at the j position. 
 

(6) 
 

(7) 
 

(8) 

2.3 Multi-Head Self-Attention Mechanism Module 
In 2017, the Google machine translation team proposed the Transformer model, which opened 
the prelude to the application of the Self-Attention Mechanism to text information. Thanks to 
its outstanding performance in the field of machine translation [36], we find that when the 
Self-Attention Mechanism processes text information, it gives higher weight to the important 
text in the sentence, while assigning lower weight to other characters. The essence of the Self-
Attention Mechanism is to allocate and select limited information. As shown in formula (9), 
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the dot product is used to calculate the similarity. 
 

(9) 
 

Among them, Q is the query matrix, K is the key matrix, Kd  prevents the inner product 
of Q and K from being too large for adjustment. V is the value matrix, and Attention(Q, K, V) 
represents the calculation result of the attention mechanism. 

In this article, we embed the MSAM to make the model fully clarify the dependence 
between the characters in the sentence. The MSAM is calculated according to formula (10), 
(11). Under the premise that the parameters are not shared, Q, K, and V are mapped through 
the parameter matrix, and then the dot product is scaled and reduced, and the process is 
repeated h times. Finally, the results of each attention Headj are spliced to obtain Multi-Hrad(Q, 
K, V) Capturing the contextual information of sentences in multiple sub-spaces can help to 
obtain semantic features in multiple dimensions. 
 

 (10) 
 

(11) 
 

2.4 CRF label decoding module 
The label corresponding to each Chinese character is encoded by BiLSTM at first, and then 
the contextual information contained in the text is captured through the multi-dimensional 
subspace of the MSAM, and finally leads to the decoding layer for label prediction. The output 
of the Softmax function is independent of each other, which can only guarantee the maximum 
output probability at each moment, but fail to consider the sequence of character labels. 
However, labeling prediction for named entity recognition needs to consider the dependency 
between consecutive character labels. Therefore, CRF that can be globally normalized are 
often used in the NER model to maximize the overall prediction probability of a sentence. 

3. Experiments 
In order to verify the effectiveness of our proposed method, we use four public corpora’s of 
CNER to experiment with different models by setting different qualification conditions, and 
discuss the experimental results. We use the classic static word vector pre-trained model. The 
Word2vec model [30] is used to train the characters of the Chinese corpus Gigaword to form 
the corresponding character vector set. We choose the baseline model BiLSTM-CRF as the 
basis for the performance comparison of CNER models, and compare the performance of three 
CNER models. The first type is the BiLSTM-CRF model that only embedding character 
features and word boundary features in the embedding layer; The second type is the BiLSTM-
CRF model in which the MFEM built by us is embedded in the embedding layer; The third 
one is to embed the MFEM we built in the embedding layer, and embed the MSAM built 
between the BiLSTM layer and the CRF layer. In order to control variables, we use a consistent 
fusion method-Concat, because different fusion methods will change the network structure of 
the model. As seen from Table 1, Table 2, Fig. 4, we propose achieves the best results in all 
four datasets, with the highest F1 values. Among them, M1 means only embedding character 
features + word boundary features (BiLSTM + CRF) model; M2 means character features + 



1842                                                                                       Liu et al.: MSFM: Multi-view Semantic Feature Fusion  
Model for Chinese Named Entity Recognition 

word boundary features + radical features + pinyin features (MFEM + BiLSTM + CRF) model, 
which is, embedding MFEM for CNER model; M3 represents character feature + word 
boundary feature + radical feature + pinyin feature (MEFM + BiLSTM + MSAM + CRF) 
model, which is a MSFM for CNER. 

3.1 Datasets 
We select four public datasets as the experimental corpus. MSRA NER[37], People Daily 
NER[32], Chinese Resume NER[22], Weibo NER[38]. 

The two datasets, MSRA NER and People Daily NER, are mainly derived from official 
news reports. The use of sentence patterns and grammar are relatively formal and formal and 
highly official. Chinese Resume NER is mainly derived from the materials of seniors’ 
executives resume. It mainly contains three kinds of entity information, mainly including 
names of person, position and company with strong logic. Weibo NER comes from social 
media, and it mainly includes four types of entity information: person names, place names, 
organization names, and geopolitical entities. Its sentence patterns and words all highlight 
informal expressions, in random, relatively small data set and serious over-fitting problem. 
Meanwhile, the proportion of entity tag data in the data set is also quite small, and the results 
will have some fluctuations, and the model parameters can be adjusted for multiple 
experiments. Table 3 shows various information of the dataset. 
 

Table 1. Performance of our method in MSRA and People Daily datasets 

Models A B 
MSRA NER  People Daily NER 

Precision Recall F1  Precision Recall F1 
M1   84.65 80.68 82.62  83.21 81.07 82.12 
M2 √  86.07 83.58 84.81  85.48 85.48 86.17 
M3 √ √ 86.90 85.46 86.17  82.21 86.66 87.43 

 
Table 2. Performance of our method in the Resume and Weibo datasets 

Models A B 
Chinese Resume NER  Weibo NER 

Precision Recall F1  Precision Recall F1 
M1   94.79 93.68 94.23  57.84 49.08 53.10 
M2 √  94.72 94.66 94.69  61.24 50.00  55.05 
M3 √ √ 96.08 94.79 95.43  60.75 51.83 55.94 

 
 

3.2 Hyperparameter settings 
In order to verify the overall performance of the radical features and pinyin features, we 
processed the pre-trained Gigaword word vector to the Chinese character vector according to 
Word2vec, which helps to improve the performance of the deep learning model. Display style 
equations should be numbered consecutively, using Arabic numbers in parentheses. We 
conducted multiple comparison experiments on (BiLSTM + CRF) Model, (MFEM + BiLSTM 
+ CRF) Model and (MFEM + BiLSTM+ MSAM + CRF) Model on four public datasets. In 
order to control variables, we ensure that other variables and parameter settings remain 
consistent. 
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Table 3. Dataset Composition 

Dataset Sentences 
Train set Dev set Test set 

MSRA NER 46364 / 4365 
People Daily NER 20864 / 4636 
Chinese Resume NER 3821 463 477 
Weibo NER 1350 270 270 

 People Daily NER

  Weibo NER

Fig. 4. The performance of our method in the four public datasets 

 
In terms of parameter settings, as shown in Table 4, in order to obtain the optimal 

performance of the model of the embodiment of the present application, the Tensorflow 1.13.1 
framework and the CPU are both used for training. The specific model parameters are shown 
in Table 2. Character feature embedding dimension is set to 50, Word_boundary feature 
dimension is set to 20, Radical feature embedding dimension is set to 50; Pinyin feature 
embedding dimension is set to 50; Droup_keep in Dropout layer is set to 0.5; The number of 
layers of BiLSTM is set to 1; the Batch size is set to 12, and the learning rate is 0.002; Epochs 
is set to 60, and Head is set to 8. In addition, gradient truncation technology is used in the 
model to prevent gradient explosion and Dropout technology to prevent over-fitting. In the 
gradient truncation technique, set [-5,5] as the gradient truncation range, and finally use the 
Adam optimizer to update the gradient. 
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Table 4. Hyper-parameter setting 

Items B_s Epochs Lr Opt D_k Lstm_layer H_d Head 
Value 12 60 0.002 Adam 0.5 1 100 8 

 

3.3 Our performance 
Table 1 and Table 2 show the model performance of MFEM and embedded MSAM on four 
different public datasets. It can be observed from the table that in the four public datasets, the 
method we propose possess the highest F1 value, which demonstrated its feasibility. 

As shown in Table 1 and Fig. 4, in the MSRA NER dataset, our propose method built a 
MFEM in 60 rounds of training to increase the F1 value of the static embedding model from 
82.26% to 84.81%. Constructing a MSAM Module will boost the MFEM from 84.81% to 
86.17%. As shown in Table 1 and Fig. 4, in the People Daily NER dataset, the proposed 
method built MFEM in 60 rounds of training, And the F1 value of the static embedded model 
goes up from 82.12% to 86.17%. The MSAM increases the Multi-view Character Embedding 
Fusion Method from 86.17% to 87.43%. In the MSRA NER and People Daily NER datasets, 
our method has conrtributed a significant improvement in model recognition. This is because 
the sentences in these two data sets are mainly derived from official news reports. The sentence 
structure and grammatical form are more formal and rigorous, which shows that our method 
is more suitable for more formal language environments. 

As shown in Table 2 and Fig. 4, in the Chinese Resume NER dataset, in 60 rounds of 
training, the F1 value of the Chinese NER method based on MFEM and MSAM reaches 
95.43%; The CNER method based on MFEM improves by about 0.74%. Compared to the 
BiLSTM-CRF model that only embeds character features and word boundary features, it 
improves by about 1.2%, which shows that the method we proposed has a certain improvement 
effect on the recognition of the model as a whole. This is because in the Chinese Resume NER 
corpus, most named entities have certain inherent patterns, such as company names and 
organization names with certain fixed suffixes, which are easier to identify. 

As shown in Table 2 and Fig. 4, in the Weibo NER dataset, our method in 60 rounds of 
training, the construction of a MFEM and a MSAM are not comparable to the static character 
embedding model as a whole. The improvement is obvious, the volatility of the three curves 
is obvious. This is mainly due to the small size of the Weibo NER dataset and fewer entity 
tags, which leads to the high contingency of model recognition is high. Among the F1 values 
of the most outstanding model performance, the F1 value of M1, M2 and M3 is 53.10%, 55.05% 
and 55.94% respectively. Our method still obtains the best results. 

According to the results of the above four datasets, we can conclude that the construction 
of a MFEM and a MSAM has brought more obvious improvements to the CNER model. Most 
prominently, there are obvious advantages in the two more formal corpora of MSRA NER and 
People Daily NER, which demonstrate that in the recognition of more formal Chinese texts, 
capturing semantic features from multiple angles and multiple dimensions are more effective 
for CNER. 

3.4 Result Analysis 
Based on the above experimental results, the multi-view semantic feature fusion model used 
for CNER, only captures sentence features from partial features of words or characters, and 
improves the overall performance of the CNER model in the meanwhile. Our method is 
suitable for making up for the insufficient mining of the semantic features contained in itself. 
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The experimental results can prove its worth. A MFEM is built in the embedding presentation 
layer. Such fusions as radical features and pinyin features are embedded to integrate with each 
other from multi-angles, including the font, pronunciation and meaning of the character, so as 
to compensate for the lack of information captured by a single feature. The semantic 
information of sentences is integrated from multiple directions to ensure the model feature-
extracting more comprehensive. Moreover, the BiLSTM is combined with the MSAM to 
capture the contextual information contained in the text in different multiple subspaces to 
better understand and mine the semantic features contained in the text itself. Our method brings 
more feature-capturing methods and logical association modes to the CNER model from 
multiple perspectives at the character level and multiple dimensions at the sentence level. 

4. Conclusion 
This paper proposes a novel MSFM for CNER. The model consists of two core components: 
MFEM and MSAM. The purpose of MFEM design is to obtain character features, radical 
features and pinyin features, etc., as well as enhance the meaning, shape, sound and other 
information of Chinese characters to a large extent, so as to solve the problem of insufficient 
semantic information acquisition. By introducing MSAM, the model deeply learns the internal 
dependencies of sentences in multiple different subspaces to capture the internal structural 
features of sentences. The designed MFEM and used MSAM extract features from multiple 
angles of characters and effectively integrate multi-dimensional sentence information to 
improve the recognition performance of the model. Extensive experimental results on multiple 
datasets show that MSFM can improve the performance of CNER tasks, which proves MSFM 
can effectively identify entities in complex Chinese sentences from multiple perspectives and 
multiple dimensions. It is of strong application value in the field of big data mining. 

In future work, we hope to use the powerful capabilities of search engines to obtain more 
effective Chinese texts and expand the capacity of the deep learning model to learn from the 
corpus, so as to adapt to many non-standardized network text environments. 
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