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Abstract

Automatic text summarization is a procedure that packs enormous content into a more limited
book that incorporates significant data. Malayalam is one of the toughest languages utilized in
certain areas of India, most normally in Kerala and in Lakshadweep. Natural language
processing in the Malayalam language is relatively low due to the complexity of the language
as well as the scarcity of available resources. In this paper, a way is proposed to deal with the
text summarization process in Malayalam documents by training a model based on the Support
Vector Machine classification algorithm. Different features of the text are taken into account
for training the machine so that the system can output the most important data from the input
text. The classifier can classify the most important, important, average, and least significant
sentences into separate classes and based on this, the machine will be able to create a summary
of the input document. The user can select a compression ratio so that the system will output
that much fraction of the summary. The model performance is measured by using different
genres of Malayalam documents as well as documents from the same domain. The model is
evaluated by considering content evaluation measures precision, recall, F score, and relative
utility. Obtained precision and recall value shows that the model is trustable and found to be
more relevant compared to the other summarizers.

Keywords: Malayalam Text Summarization, Supervised Machine Learning, SVM, Text
Mining, Sentence Extraction, Summary Generation.
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1. Introduction

Summarization plays an important role in our day-to-day life. As all of us are living a very

busy scheduled life, most of them wish to get the important data at their fingertips without
reading a very large text. With the introduction of Artificial intelligence, the computer can
automate any type of human activities and the same will reduce the risk of time management
of humans. So, obviously in summarization task also computer is playing a role. As we are
dealing with languages in summarization, this is coming under the subarea of Al known as
Natural Language Processing. Usually, English is accepted as the universal language for
communication. So the majority of the NLP works are focused on the English language.
Because of that dataset and corpus availability are more in such languages. But when we
consider the other languages it is not the case.

Here we have implemented a learning based extractive summarizer for Malayalam
language which one is providing better precision and recall rates compared to other
summarizers implemented so far.Moreover a trained summarizer like this is lagging in
Malayalam.Here comes the importance of our work.Eventhough the technology have
advanced and everything is getting into our finger prints within seconds, still the technology
is not reached to the common people in our state due to the language gap.This is one of the
main motivation behind the topic.

Text summarization is one of the predominant applications of natural language
processing. It is nothing but here the system is finding out the gist of the text given in the
document. It can be performed mainly in two ways[19]. One is known as extractive
summarization whereby we would be able to get the shortened version of the document by
picking the most important sentences from the document. The other is named abstractive
summarization where the sentences are regenerated with the help of paraphrasing and natural
language generation techniques.

The following example[20] will illustrate the difference between extractive and
abstractive summarization:

Input Article

= Generated summa
Marseille, France (CNN) The French v

prosecutor leading an investigation into the Abstractive Prosecutor : " So far no videos were
crash of Germanwings Flight 9525 insisted summarization used in the crash investigation "
Wednesday that he was not aware of any

video footage from on board the plane. Extractive summary

Marseille prosecutor Brice Robin told CNN

that " so far no videos were used in the crash et marseille prosecutor brice robin told cnn
investigation . " He added, " A person who Summarization that " so far no videos were used in the
has such a video needs to immediately giveit Models crash investigation . “ robin \'s

to the investigators . " Robin\'s comments comments follow claims by two

follow claims by two magazines, German magazines , german daily bild and french
daily Bild and French Paris Match, of a cell Extractive paris match , of a cell phone video
phone video showing the harrowing final summarization showing the harrowing final seconds
seconds from on board Germanwings Flight from on board germanwings flight 9525
9525 as it crashed into the French Alps . All as it crashed into the french alps . paris
150 on board were killed. Paris Match and match and bild reported that the video
Bild reported that the video was recovered was recovered from a phone at the
from a phone at the wreckage site. ... wreckage site .

Fig. 1. Extractive and Abstractive summary of a sample text.
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As seen in the above example, abstractive summarization produces a more abstractive
summary which consists of a sentence conveying the important information in the paragraph
given. But in extractive summary, it is producing a summary by extracting the important
sentences from the given paragraph. The majority of research works in Malayalam are
adopting extractive summarization rather than abstractive. Several approaches including
statistical score, semantic graph, etc are used there to find out the most leading sentences from
the document. A machine learning-based algorithm is lagging in Malayalam text
summarization and we are trying to perform the same by using a supervised machine learning
technique.

The major contributions providied by this paper are:
» An efficient extractive summarizer for Malayalam language.
» Machine learning based extractive summarizer.
» An extractive summarizer with better precision and recall rates.

Here we are implementing Support Vector Machine(SVM)-based learning to perform the
summarization process. Support Vector Machine is a supervised machine learning classifier
which is proved to be an efficient one in many classification tasks.SVMSs can be categorized
into linear and nonlinear SVMs based on how the hyperplane segregates the data. If it is
possible to separate the data by using a straight line it is known as linear type, otherwise, it is
nonlinear[18].

2. Related Work

An extensive set of literature about text summarization using machine learning approaches is
available for the English language. But for a language like Malayalam, it is not possible to
apply the same methods invented for other languages so far. There are lots of syntactic
differences between these two languages. So, from the preprocessing phase to the final step,
the complication is more in the case of languages like Malayalam. Here we are reviewing
machine learning method text summarizers in languages other than Malayalam and some text
summarizers available in the Malayalam language.

Joel Larocca Neto et.al.[1] in their paper “Automatic text summarization using machine
learning approach” proposing an ML-based classifier for the English language by
incorporating the features like mean Term Frequency-Inverse Frequency(TF-ISF), Sentence
length, Sentence positionetc. They have employed two classification algorithms namely Naive
Bayes and C4.5 for the training purpose.When comparing the Naive Bayes and C4.5, Naive
Byes produced better results in compression rates and C4.5 prediction seems to be poor.

Nikitha Desai and Pranchi shah [2] implemented a supervised machine learning model
for the Hindi language whereby they have tried to analyze the summarizer system with a
different experimental setup. Based on the different combinations of the feature vectors
selected, accuracy was calculated and the system shows an average score of 72% in accuracy
when taking more features in the feature vector. As the number of features taken into
consideration for summarizing the document is increased the system accuracy is also being
incremented.

Chintan Shah and Anjali Jivani [3] in “An Automatic Text Summarization on Naive
Bayes Classifier Using Latent Semantic Analysis” describe a summarization based on latent
semantic analysis and trained using Naive Bayes classifier. The semantic similarity between
text fragments has been measured using Latent Semantic Analysis. Here they are using
statistical methods like SVD (Singular VValue Decomposition) to show the relationship among
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words and sentences. Important concepts are being selected from the SVM model by using
recursive feature elimination. Based on the order of elimination, concepts will be ranked. The
model is trained using Naive Bayes classifier.

Nedunchelian Ramanujan et al. proposed a timestamp-based approach with a naive Bayes
classifier for multi-document summarization [4]. Based on the chronological position of the
sentences in the document a value is assigned to each sentence and this is taken as the
timestamp. Based on the score obtained using the features selected a number of relevant
sentences are selected in the summary and the same is ordered using this timestamp value.
This will result in an ordered and coherent summary. They have also done a comparative based
study of proposed methods by using MEAD platform including this timestamp approach.

In [5], authors have implemented an extractive text summarizer using deep learning
modified neural network classifier. Here entropy value is calculated for each relevant feature
and the value is classified into two classes namely the highest entropy value and the lowest
entropy value. Those sentences coming in the highest entropy class are taken in summary
output. The dataset used for the performance analysis is Document Understanding Conference
(DUC) Dataset and the performance is varying depending on the file size they have taken. The
result shows that this method scores a higher accuracy rate compared to other Artificial Neural
Network schemes. Different methods for machine learning approaches for text summarization
have been discussed in [6][7]. Authors have listed out different methodologies used so far in
a tabular form along with the dataset used and remarks.

For Malayalam documents, summarization works are very few. Implemented works have
been focused on statistical scoring[8] and graph-based approaches[9]. Vector space model for
Malayalam Summarizer [10] proposed a statistical method for extractive summarization by
prioritizing the sentences with the help of cosine similarity. The highest scored sentences will
be sorted out in the summary. A graph-based method for Malayalam documents has been
proposed in [11] where the sentences are represented as nodes and vertex weight is calculated
using similarity measures. Minimum spanning tree Malayalam summarizer [12] creates a
semantic graph from the input document and thereby graph reduction is performed using
minimum spanning tree concept by creating repetitive subgraphs.

A clustering technique using self-organizing maps are also been implemented for
Malayalam summary in paper [13] whereby an extractive summarizer has developed by
scoring the sentence based on relevance analysis and context-aware measures and formed a
cluster using SOM. Relevant sentences are selected from the clusters using the algorithm
proposed by the researcher. Both theoretical and practical evaluations are done in this method
to check the accuracy of the model.

Evaluation of text summarizer is also important in determining the accuracy of the output
generated. There are intrinsic and extrinsic measures for summarization. Text quality
evaluation and content evaluation are coming under intrinsic and task-based evaluation
schemes like question answering, information retrieval, etc. are coming under extrinsic.
Quality in terms of grammar, non-redundancy, referential clarity, structure, and coherence is
being considered in text quality evaluation techniques [14][15]. For a summarizer system, the
most important evaluation measure to be considered is its content evaluation. The measures
like precision, recall, F-score, relative utility, Rouge N-gram matching, etc. are the most
frequent measures taken by the researchers to evaluate their system. ROUGE (Recall Oriented
Understudy of Gisting Evaluation) is an often-used evaluation strategy where consecutive
tokens are considered for comparison.Overlap of N-grams in human evaluated summary and
system computed summary are taken into account and computing the ROUGE score. If a high
overlap is there, the score will be more. Here N may be 1, 2 or more and based on this the
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measure will be ROUGE-1,ROUGE-2 etc.But this is not suited well for abstractive
summarizers since semantic meaning and factual accuracy are not been considering in Rouge.
Other than N-grams, alternatives like the longest common subsequence can also be considered
in Rouge evaluation [19].

A multi document summarization system with statistical score features incorporated with
modified page ranking algorithm is proposed in[21]. After getting the summary of each
document,it is subjected to Maximum Marginal Relevance to get the final summary.An
abstractive summarizer for Malayalam with the help of attention mechanism is proposed in
[22]. Here it produces regenerated sentences in the summary,but it doesn’t support long range
dependency between sentences.

A robust document similarity metric is proposed in[23], by which they are doing the
clustering of documents.For the similarity measure of documents this may contribute in
summarization works also. Three way clustering scheme is used in[24] to find out the
relationship between data items and clusters.A multi view clustering technique by customizing
the K-means algorithm is also suggesting in this paper.[25] also describing a multi view data
clustering scheme with the help of non negative matrix factorization and a solution is proposed
from diverse views by preserving the geometrical structure of the data.

From the literature works done, it is evident that no one tried a trained model for
Malayalam extractive text summarization. The proposed model focuses on such a training
model using an SVM classification algorithm[16][17] to select the prioritized sentences for
summary output. From the related work study,it is seen that support vector machine provides
better performance compared to other classification algorithms.Evaluation measures using
relative utility is also been considering here to determine the correct accuracy of the output,
which was not been done by other Malayalam NLP researchers.

Table 1. Summary of Text summarization Papers in Literature Review

Methodology Proposed Datasets Used Measurement Mertic Used
Machine learning based | Manual(200 Precision and Recall[1][4]
method(Naive Bayes,SVM) for | Documents)[1] Accuracy by  counting
English/Hindi language | HindiNews domain | correctly classified
[1112][3]114] (130 articles)[2] sentence[2]
Manual(Text corpus | ROUGE 2.0 Evaluation kit
from different
articles,10Nos)|[3]
Manual (20
Documents)
Sentence Ranking Method[8] 50 selected News | ROUGE-1 and ROUGE-2
Articles in
Malayalam
Graph based method/Minimum | Manual[9][11][12] Precision,Recall and F-
Spanning Tree[9][11][12] score[9][11][12]
Vector Space Model[10] Manual Precision,Recall
Self organizing maps and entity | Manual(Articles Sentence rank
recognition[13] from evaluation,question  game
Manoramaonline) evaluation, keyword
association
Hierarchical encoder/decoder | CNN/Daily mail | ROUGE-1,ROUGE-2 and
architecture[19] Data Set ROUGE-L
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Multi document summarization | Manual ROUGE-1 and ROUGE-2
with  statistical score and

MMR][21]

Attention based Mechanism for | Translated BBC | ROUGE-1,ROUGE-2 and
abstractive summary[22] News Repository ROUGE-L

3. Proposed Methodology

A machine learning-based text summarizer for the language Malayalam is proposed here. The
framework we are discussing is for the single input document. As far as a machine learning
model is concerned, the accuracy will depend on the quality of the training we have given to
the model as well as the learning algorithm we have adopted. The system is trained with the
Support Vector Machine algorithm.

The following diagram shows the architecture of the machine learning-based text
summarizer. The input can be given as a text document and the system outputs an extractive
summary of the input concerned. The document given as input firstly undergoes a
preprocessing phase which includes the process of text segmentation, tokenization, stop word
removal, and stemming. The following mentioned features are extracted from the segmented
units and the machine is trained with those features in order to predict the exact output
summary as a human is doing.

Segmented
text/sentences Pre-ptroctessed
ex
== Pre-
Input text Text .
document segmentizer processing I
- Feature
Extractor
Ranking
Summary _
Document b generator ¢ mOdeI USIﬂg é
Summary SVM

Classified text
Fig. 2. Architecture ot the proposed model

3.1 Text Segmentizer

The accepted input document is segmentized into different sentences here. The sentences can
be identified from the document by giving a sentence boundary condition.
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Ay 1032, ENRAD Ba()@ 1ol (BB 103 &H:D6m2aM E1ODE:D@ADM -~ laaf lawdeny w@aLad.

AT 132 R @Demetagd loay aflafengadlaieo DA CIMEIDENT [pT:-F1aVElq . B
By EMo @200 1M WI@IAWM OO 63(02 M2a l@DMZo @heM @) D@ NRENS .dbDUd | o I
[ 1s s 7T @y e @ S arileamssie allmovaomssie ~ () EBEO MM 5363

LM DM ETEOH GBIV DN CLILD | @ EITTI (O [(DBeI2(TIN2. UBEM MDA DEIOMW @@ Ide A I EDDHD
@ Ioda | o] @& E2ullal 2@mailaes2an UM MMSBIEEaI6NTT (LDU2Es |, @GRl O2Sesrs law
MowedErnUd. llmoaw>aes osiEcdldfeo @i lde A IN@EISHDEOHIUD DO
EMS? ABOHIDGE @D CUIUD | D |SZAN2. @SB i IN@ @F BEZEME DR AN NS @REML EBTSUD
SoelcamaOM@OmiiIsgze Ofldlawd@rmag <ens  GrEser eorm adlman 632 egs
B aIDgldeam. @@ 103 T IMN2e ald:@ | D (@e LIGRBAN @R@IEMOD MIDOAS DA,
@B 06 | o @R S (@Edlfoo ad>aulans>ies ~g)ang vaa ila] @mozemnabd
@A 1Dd:20N2. e RS Qll@IemmZEN=D0a A ZIEMMDIET WAL, @l lailes
EE2OR@ADET| 6302 A IO 1IGRIRBO._|S2aN Ollhd MDWesnBaE2es ol - I DWo
HDOEMe @D omiFalldeoo as>avlavsed]l asogzang. ad>auvjgje 3w laineedmoad]
MDIWNEBRELIOS GO~ Ihd@o GRAND S dEhESIRIDEOD0b (Uoel lasana Iailes
EDMEOM SDTBo{166020M2. @RAEDMSOM EDTL{OUNG 1A @2 M lanze @D alila {leae2an,.
AaNaE poanad @wmaanad afl-alemyaflaiec D aomeDEs2amng.

Fig. 3. sample input to text segmentizer

0103, NRAEL Q) a0 jetrg]md &H2em)Mm ElDdEH2R0W ~ldadlwdeny nmALMD.

ard1032a R@OeMeBRE loal ) adlafemyaflmeo CUDAOMADEM WU,

a1MAS 1EIAWNB EUNUINE (NaEMINNTISO (UM DIEIM].

Fig. 4. output of text segmentizer for the input given in Fig 3.1.1

3.2 Pre-Processing Module

Sentences extracted from the text segmentizer are subjected to preprocessing tasks. The
following tasks are performed in preprocessing stage:

1. Tokenization: Tokens are nothing but it is the basic building units of the natural
language. This may be words, sub-words, or characters. For example, when
considering the sentence,
a0 MB)al)@26meBBa loal aflafemyadlmeo QUaOMmEADEM D@D,

Word-level tokens are:
a0 lmapooememsglons  Allalem)adlmen  QUIaOMAdEM !

sub word token can be like: QdaOMo, @R6M
character level will be like: (LJ-aO-M-A-6M
word-level tokenization is performed here for the proposed work.

2. Stop word Removal: There may be certain words in the document which may not
provide valuable meaning to the sentence and more often come as a grammatical
construct. These types of words may remove from the text since this will cause extra
storage and also more processing time. The words such as @@em, @M, DO,
@e8rReM etc. are removed from the text for reducing the complexity in space and
time.
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3. Stemming: Words may come in different inflected forms. Stemming helps us to find
the base form of a word without any inflections. For example, QUDaOMA26M will

result in the stem CQUJaOMo.

In the case of the Malayalam Language, stemming is difficult since it is an agglutinative
language. That means we can append more and more affixes to a particular word and by
removing one affix still, it must be a syntactic word. Here we are using a separate data
corpus to find out the stem of different words.

3.3 Feature Extractor

After the preprocessing task has been done, the features mentioned below are extracted from
the text. The following section deals with the features used to train the model. As text
summarization is concerned, we can take so many features including text as well as statistical
features for training the text summarizer model. Our text summarizer is trained with the
following features:

Step 1: Number of key phrases in the Sentence

The most occurring words/phrases in the sentences are called key phrases. A ranking
is given to the sentences based on the key phrases present. The ranking can be computed by
taking the ratio of the number of key phrases in the sentences to the total number of
words/phrases in the longest sentence occurring in the text document.

Step 2: Position of the sentence in the input document

The locality of the sentence within the document has a significant role in the case of
the summarization process. Usually, human beings have a nature that the important concept
will be organized in the initial paragraph positions and the conclusion part will be given in
the last paragraph of the document. More weight will be given to those sentences which are
coming under this category.

Step 3: Position of the sentence in the paragraph

The other feature we have taken considers the overall position of sentences within the
document. But in this feature, we are considering the locality of the sentence within the
paragraph itself. As we mentioned earlier, the initial sentences in the paragraph will reflect
conceptually more, so the training model will give more importance to those sentences
which are coming first in the paragraph.

Step 4: Numerical information in the sentence

When taking as index terms we are not giving good credit to numbers since they are
hazy without a surrounding context. But regarding text summary, numerical data plays a
major role since that may represent a date, year, or any important count. In such cases that
should be included in the summary report definitely. The segmented sentences from the
document which contains the numerical information are ranked as a ratio of the number of
numerical data in the sentence concerned to the total number of words in the sentence
concerned.

Step 5: Presence of guillemets in the sentence
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The presence of quotation marks is also a salient feature in producing text summaries.
For a language like Malayalam, the important concepts are usually been quoted and the
same cannot be avoided in the output of a summary document. So, such units are also been
ranked based on how many words are quoted out of total words in the sentence.

Step 6: Length of the sentence

A score is being added to each sentence by examining the number of words in the
sentence taken and the number of words in the longest sentence of the document. Generally,
the shorter sentences may not convey more information. Similarly, the sentences with more
length also give a short weight since they may contain more unnecessary extravasation.

3.4 Ranking Model & Summary Generator

Based on the features extracted from the previous step, the model will be trained to classify
the sentences into different groups namely VVI (Very-Very Important), VI (Very Important)
I (Important), and LI (Least Important). Support VVector Machine is the algorithm used here
for classification. A score is being calculated based on the feature obtained from the feature
extractor module. The relevance of the sentences can be found out by using this score and
sentences will be clustered into four classes in view of the priority of the text segment. The
summary document is produced with the most relevant sentences formed by the ranking
module. Percentage of the summary to be produced can be given from the user end. Based on
this threshold value that many numbers of sentences will be selected from the four classes V VI,
VI, 1, LI respectively ranked by the training model. The following algorithm describes the
entire process in detail.

Algorithm 1

Input: Text document of any genres.

Method: SVM classifier-based algorithm for training the model

Output: Extracted text document summary

Begin
Input the text document
Perform preprocessing:
Break the document into separate sentences
For (sen=1; sen<last sentence;sen++)
Split the sentence into tokens
If (token=stopword)
Remove from tokens.
Perform stemming.
Sentence ranking ();
Classify ();
Summarygen ();
End

Subroutine 1- Sentence ranking ()
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Begin
Int length, w, max_length=m, score;
If ( key phrases) then
score=score+1;
If(position= “top”)
score=score+1;
If(numeric terms(‘0 to 97)
score=score+1,;
if(““or “ 1"
score=score+1,;
w= count(space)+1;
length= w/m;
score=score+length;
End
Subroutine 2- Classify ()
Begin
Sort the sentences in descending order of score;
Assign the sentence to different classes VVI, VI, |, and LI based on the score obtained.
End
Subroutine 3- Summarygen()
Begin
float cr;
int ns,ts;
ts=total number of sentences in input document;
Accepting compression ratio cr from the user;
Calculate the number of sentences to be extracted as
ns=ts/cr;
select the sentences from class VVIP until ns>=ns in VVIP class.
If ns is not reached the limit, select the sentences from the VIP class
If ns is not reached the limit, select the sentences from the IP class
If ns is not reached the limit, select the sentences from the LIP class
End

4. Implementation of Summarizer

The summarizer is implemented here by using Python programming language. An interface is
also developed by using a web framework Django which enables us to summarize the
document in the simplest way. Python language is one of the best options for natural language
processing tasks since it contains so many NLP tools and libraries which helps the programmer
to pre-process the unstructured input text in an easy way. It also gives the support to integrate
with other languages and moreover the syntax of the language is so easy and the same can be

easily understandable for anyone including a beginner in the programming field.

Initially, we are selecting the document which is to be summarized. Consider the

following document as the input document.
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Fig. 5. Sample Input document

The given document will be subjected to text pre-processing first.

Sentences were separated by a process of sentence splitter and removing the stop words
like @R, @«)‘7‘, @R, @RALI6S etc. After the text will pass through the stemmer and

now the text is in pre- processed form so that we can perform the learning operations.

Feature scores were calculated next based on the feature vectors mentioned in section 3.3.
The following table illustrates the feature value obtained for the above text document.

Table 2. Feature values obtained for sample document

Paragraph Number
grap of Feature values of the sentences
Number
sentences
1-[1.0,0.6666666666666666,0.3333333333333333]
2-[0.9821428571428571,0.9642857142857143,.9464285714285714]
1 3 £3-[0.0,0.0,0.0]
£4-[0.0,0.0,0.0]
5-[0.6024590163934426, 0.7581967213114754, 0.30327868852459017]
£6-[0.0,0.0, 0.3333333333333333]
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f1-[1.0, 0.8571428571428571, 0.7142857142857143, 0.5714285714285714, 0.42857142857142855,
0.2857142857142857, 0.14285714285714285)

12-[0.9285714285714286, 0.9107142857142857, 0.8928571428571429, 0.875, 0.8571428571428571,
0.8392857142857143, 0.8214285714285714]

13-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

14-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.36475409836065575, 0.18442622950819673, 0.36475409836065575, 0.3729508196721312,
0.30327868852459017, 0.4016393442622951, 0.4016393442622951]

6-[0.0, 0.14285714285714285, 0.14285714285714285, 0.14285714285714285, 0.0, 0.14285714285714285,
0.0]

1-[1.0, 0.9166666666666666, 0.8333333333333334, 0.75, 0.6666666666666666, 0.5833333333333334, 0.5,
0.4166666666666667, 0.3333333333333333, 0.25, 0.16666666666666666, 0.08333333333333333]
2-[0.8035714285714286, 0.7857142857142857, 0.7678571428571429, 0.75, 0.7321428571428571,
0.7142857142857143, 0.6964285714285714, 0.6785714285714286, 0.6607142857142857,
0.6428571428571429, 0.625, 0.6071428571428571]

3-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.16666666666666666, 0.0, 0.0, 0.0]

4-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.13114754098360656, 0.319672131147541, 0.2336065573770492, 0.36885245901639346,
0.3114754098360656, 0.24180327868852458, 0.5409836065573771, 0.4426229508196721,
0.29508196721311475, 0.3114754098360656, 0.29918032786885246, 0.22540983606557377]
6-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.08333333333333333]

f1-[1.0, 0.8888888888888888, 0.7777777777777778, 0.6666666666666666, 0.5555555555555556,
0.4444444444444444, 0.3333333333333333, 0.2222222222222222,0.1111111111111111]
2-[0.5892857142857143, 0.5714285714285714, 0.5535714285714286, 0.5357142857142857,
0.5178571428571429, 0.5, 0.48214285714285715, 0.4642857142857143, 0.44642857142857145]
3-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

4-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.39344262295081966, 0.3155737704918033, 0.3975409836065574, 0.3360655737704918,
0.0860655737704918, 0.5819672131147541, 0.1885245901639344, 0.16393442622950818,
0.1885245901639344]

6-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

f1-[1.0, 0.8571428571428571, 0.7142857142857143, 0.5714285714285714, 0.42857142857142855,
0.2857142857142857, 0.14285714285714285]

2-[0.42857142857142855, 0.4107142857142857, 0.39285714285714285, 0.375, 0.35714285714285715,
0.3392857142857143, 0.32142857142857145]

3-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

f4-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.26229508196721313, 0.12704918032786885, 0.819672131147541, 0.1885245901639344,
0.4057377049180328, 0.26639344262295084, 0.040983606557377046]

f6-[0.0, 0.0, 0.14285714285714285, 0.0, 0.14285714285714285, 0.14285714285714285,
0.14285714285714285]

f1-[1.0, 0.75, 0.5, 0.25]

12-[0.30357142857142855, 0.2857142857142857, 0.26785714285714285, 0.25],

13-[0.0, 0.0, 0.0, 0.0]

4-[0.0, 0.0, 0.0, 0.0]

5-[0.6844262295081968, 0.1885245901639344, 0.7295081967213115, 0.3237704918032787]
16-[0.75, 0.25, 0.0, 0.0]

f1-[1.0, 0.8571428571428571, 0.7142857142857143, 0.5714285714285714, 0.42857142857142855,
0.2857142857142857, 0.14285714285714285]

2-[0.23214285714285715, 0.21428571428571427, 0.19642857142857142, 0.17857142857142858,
0.16071428571428573, 0.14285714285714285, 0.125]

3-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

4-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.6844262295081968, 0.22131147540983606, 0.3360655737704918, 1.0, 0.45491803278688525,
0.5901639344262295, 0.4057377049180328]

6-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

f1-[1.0, 0.8571428571428571, 0.7142857142857143, 0.5714285714285714, 0.42857142857142855,
0.2857142857142857, 0.14285714285714285]

2-[0.10714285714285714, 0.08928571428571429, 0.07142857142857142, 0.05357142857142857,
0.03571428571428571, 0.017857142857142856, 0.0]

3-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

4-[0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

5-[0.0942622950819672, 0.29918032786885246, 0.639344262295082, 0.48360655737704916,
0.4672131147540984, 0.47950819672131145, 0.2581967213114754]

6-[0.14285714285714285, 0.0, 0.0, 0.0, 0.14285714285714285, 0.0, 0.0]

The SVM classifier predicts the class of the sentences and groups the same in four
different classes namely VVI (Very-Very Important), VI (Very Important), | (Important), and
LI (Least Important). The user is allowed to provide a compression ratio of a particular
percentage and the system produces the summary according to the compression factor given.
For example, if the compression is given as 25% only 1/4th of the original document will result
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in the summary module. The highest preferences are given to those sentences in the SVM class
named VVI. The next preference is in the order VI, I, and LI. To train the model, thousands
of documents from different genres are selected. We have created our own dataset to train the
model since there are no such training datasets in Malayalam. Data are collected from different
news portals, travel vlogs, historical vlogs, etc.

Followed by a compression ratio of 30%, the above sample document brings out the
text summary as shown below:

e IENIEL e (NEIEIEIE e EIEE (Tl S (g MEmmiGEo MboMITIMId)e afmakian
gatannemmdat] maod  MlaAse0a80men ERrmElale (WEDMme. (MIDAMMEDINS  @EHLSMmD
AMOAATMSHNMSEUNT amind ameyiglwrian nisnal JOmSTEEID] “aound aap uamd o
00T Saf) U ap @ricne. MY Oaf @ye 08 SMEDE Wadmden aaf @he simimind oo
MU AlIENE0HE ADBINUUN L8l Hf)mENT MISMLEME 6P amd! amEEmyE Er2100To
)T MEIMTIELIEE MEmES M aMMEND PmETMmInT [LRELEmaT BN &ILIGMmIS] El@mmmimdamning
Al UM EHNNREAEmI? SREMNRIST ANUSRNNET®T GmESIemING SREMAISMI &SIMiaglanns
SURME [nMERILe SOATTIOSIMEINUMETT  SIMyIm SREy0dm Mo dasnmmim Smnato
BTN M5S0 &TxgEmYT  BNIWIMmymT R0 erimiyonded DSIND QT &m
&iummlrien &Eimes  pod prmyulensaE. mmilaJmioTed  edlom OmTinE S
nidSinomialEe NMRDMe  So0MINEILNOTIMe OUmannNISle NSk ISmSennd
CEIIULAENe (RINEH0ER Siumen] @ EReNmIMle ERMMeEalitle [~ nldMo T8 "0
My =ITInEEIW WESIMe ORIEE @NUmIeoT Femilal GRmImI Do e
EREISMNL  EMNESIMNNRn  NENSsE EEN@Nmd @nkRoamessnts  anemm)
BRI S0, UMUBEM 00 MisBMUERaEanT] el CYETT B IEEME I 1T B o,
RICBE TS (ST S0 E3010 2] Al T IR S0, B «JRIELMTIm EROGHT @M
AL DRI, B=0MYINICE 218 SALERISMI, BEWE, @R E0UdM, MiIMalSMTIEEREMa, MInMENTE
ANELAWT addaaand Qminemade WATme MAGONe ERMINMLEMSEMIT (Rl saemman
ABINGT, AI0STM]. @OmYE EBMIUNMmET M enameasmndsae eIt GRS (WOmmmOas
A5 1T DNV IS B0 CEUTIE Mal=l@ ) I Len @omyis S L0mimsaE]aal enmymie 2nas
SISO, E0T ~fT ERUae £ MURDTTT MULND 208 Ul A emy.

Fig. 6. Output document corresponds to Fig. 5

5. Experimental Classification Results and Analysis

As mentioned in section 4, Python language is used to do the implementation side. For the
training and testing purpose, we have created our own dataset for the Malayalam language
which includes documents from different genres like news articles, travel vlogs, historical,
geographical documents, etc. For evaluation purposes also, Malayalam documents from
different genres are collected. Summarizer is evaluated using the correlation measures like
Precision, Recall, and F1-Score. The statistics about the inclusion of ideal sentences in the
generated summary can be found out by using these evaluation measures. For this purpose, we
have taken the summary generated by our machine learning-based summarizer and also the
summary generated by a human being.

Consider,

N (System Summary) = Number of sentences occurring in the final summary generated by the
system.

N (Manual Summary) = Number of sentences in the summary generated by a human.
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N (System Summary n Manual Summary) =Number of sentences which are common in
system generated summary and human generated summary.

Precision can be computed as,

L N(System Summary N Manual Summary)
Precision (P) = (D
N(System Summary)

Recall can be computed as,

N(System Summary N Manual Summar
Recall(R) = Gy Y )

(2)

N(Manual Summary)

F1- score is another evaluation figure we are using to predict the accuracy of our
system. Here we are measuring the harmonic mean of precision and recall of our model. The
model is considered to be so perfect if we are getting an F1-score value of 1. This can be
computed by using the following formula:

F1—5 _ 2.P.R 3
core = TR 3)

It is possible to adjust the F-score by giving more weightage to precision or recall
based on our model. This is called by the name Fp measure and can be computed from the
following formula:

FG = 1 + B2 (Precision * Recall)
b= (B2.Precision) + Recall

4

Here B is the weighting factor which is giving high weightage to precision when p>1
and favours recall when f<1. But, in our model, we are giving equal weightage to precision
and recall. So, only the F1- score is having relevance here.

5.1. Comparison Study with Existing Summarizers

The proposed system is compared with the existing offline and online summarizers.
Table 3 deals with the values obtained for those summarizers for the same Malayalam input
document we have used for measuring the accuracy of our model. Precision and Recall rates
are found to be low for online summarizers like text compactor, auto summarizer, etc. The
recall rate of some summarizers is low in comparison with other summarizers which is having
a high precision rate.

Table 3. A comparison study with available summarizers

Name of Summarizer Precision  Recall F1-Score
Text Summarizer(https://textsummarization.net/text-

summarizer) 0.625 0.625 0.625
Summary Generator(https://summarygenerator.com) 0.67 0.25 0.364
Open Text

Summarizer(https://www.splitbrain.org/services/ots) 0.5 0.375 0.429
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Text Compactor(https://www.textcompactor.com) 0.55 0.375 0.446
Auto Summarizer(https://autosummarizer.com) 0.375 0.375 0.375
E Summarizer(http://esummarizer.com) 0.125 0.333 0.182
Minimum spanning tree-based text summarizer(offline)  0.72 0.63 0.672
Summarizer with SOM clustering(offline) 0.81 0.65 0.721
Proposed Method 0.93 0.84 0.886

From the following graph, it is evident that the proposed system is showing much more
precision and recall rate when compared to others.

—4@— Precision == Recall F1-Score

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Fig. 7. Relatedness of precision, recall, and F score value

5.2. Result Discussion on Proposed Model

The following statistics will show the results obtained from our model for various datasets.
Initially, we are discussing the accuracy of the model with respect to the documents from the
sample domain. The following table illustrates the results obtained for sample documents from
the history domain.
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Table 3. Precision, Recall and F- score obtained for sample documents from
history domain
Document | Number of | Number | Number | overlapped Precision Recall F1-Score
sentences of of sentences
in the sentences | sentences
original the the
document system human
summary | summary
Documentl 137 41 45 38 92.7 84.4 88.4
Document2 250 75 80 69 92.0 86.3 89.0
Document3 380 114 110 102 89.5 92.7 91.1
Document4 20 6 7 6 100.0 85.7 92.3
Document5 264 79 83 70 88.6 84.3 86.4
Document6 43 12 15 11 91.7 73.3 81.5
Document? 32 10 13 10 100.0 76.9 87.0
Document8 110 33 35 30 90.9 85.7 88.2
Document9 33 30 30 28 93.3 93.3 93.3
Document10 26 8 10 8 100.0 80.0 88.9

From Table 3, it is seen that the average precision measure we are getting is 93.87.

The following graph glimpses the relatedness between different documents in terms of
precision, recall, F1-score, number of sentences in original document, system summary,
human summary and number of overlapped sentences.
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Fig. 8. Relatedness of precision, recall, and F score values.

The ideal summaries are generated by human evaluation. Test documents have been given to
Malayalam language experts and they have done the summary manually. System-generated
summaries are compared with the manual summary and thereby the measures, precision, recall,
and F1-score have been calculated. But when humans are doing the manual summarization,
based on the experts some variations may occur. Expert2 may not choose the same sentences
as selected by Expertl. To remedied out this problem, we are using a grading scheme for the
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sentences in the document. According to the relevance of the sentences, we are assigning a
grading factor or confidence value from 5 to 1. This measure is known by the name Relative
Utility (RU).

Each document to be manually summarized will be assigned the confidence value as follows:
{(S1,5), (S2,3), (S3,4), (S4,3), (S5,1) +vuveerririee et ciiee e (Sn,4)}

Here, S1, S2...Sn represents the sentences in the document in the given order. For Example,
A document contains 10 sentences and given the grading values like,
{(S1,5), (S2,4), (S3,4), (S4,2), (S5,1), (S6,1), (57,2), (S8,3), (S9,4), (S10,5)}

Expert 1 have selected the sentences S1, S3, S5, S8 and S10 and Expert 2 have selected the
sentences S1, S3, S6, S9 and S10.

Utility point for Expertl and Expert2 can be measured as,
Utility point of Expertl = 5+4+1+3+5=18
Utility point of Expert2 = 5+4+1+4+5=19

Here we can see that the utility point is relatively the same even if the experts have selected
different sentences. The results have shown that the variation occurring in results by different
experts is very less by considering the Relative Utility measure. The statistics obtained from
five different experts for the below document with the labeling of RU are shown in Table 3.

AlemIDar] (TMLeMINIMMENTIT UV 1O £F el el 6am) CUIEQIS2ZO6rTT @00038. @00333
aNealsf ey al@@AOdU @1 (NUGalemIDarT. 22NeERUdE  GXMHDEISTOTM SO0
(@O U QOGS (TS leTo .

2011 SR EMALOE EOEMAHLAD@ | N CU@EAMTNLE 12 E0ul@ 1md 235 (UT1S1E0U8 D6ITs.
@HGIcEs  S2MTMLoGY 1268 (@IMGITI. 0@ G0 659 all(@IaH(NI@Ic 609 (TUUDTH IS0
SUBGI]SICNTR. EOIE 162 (TUIEH @A (M 1DaEE) 76.97 UDAN@AINADIETTI. 0007 (MU0
UR@OUDD [EDOaD  75.84 Elljo (IO&IRWIENTI. @DUR@ISEI 6 (U@ (MO P anls3ss
RIS IEREIOS Ao 121 @IMEITl. 0] @OWE 168l @T;méicss Z2NMLo6l 416 S 9.54
U@ ADICTN@DENTT.

2011 )21 22MMTLOGULD EHEMEIENSIa] GRGUSUT (D@0 415 (@me3lcc-Ud oo
SEHMOFIERGE 100 a@@eralS 1@ el m]. o I@d 373 all(@laHMA0MmIo 42 (TOND dbha3lo
DGME. 2011 SIL] EOIEMaAHIAND | (lINDo 89.4 UBANAINMNO GIMHE2lSHUT @ROUmAEIS G220
(DT CU@I@AOMNEAINGEIADET] e MDD, ad@(TMNTE 32,77 UDAN Mo ESolcd
@EROUDIES  SDEQlOWH@Tn G200l @RSIOT 6 AX(TUGIOITNEENEEs @il
CU@IEA DA BSeDETTIZTI.

EOUE 6] 446 Ealidlo alS @220 | CLNIE0uoTei oo 6)alS3ormy.

Fig. 9. Sample document taken for the calculation of Relative Utility

The language expert labeled the utility measure for the sentences in the document as: {(S1,5),
(S2,5), (S3,1), (S4,4), (S5, 3), (S6, 2), (S7,3),(S8,2), (S9,2), (S10,2), (S11, 4), (S12, 2), (S13,3),
(S14, 2), (S15, 5)} All the five users are requested to select 8 relevant sentences from this
document. Selected sentences by each user and the relative utility measure are depicted in
Table 4. Fig. 10 reflects the differences in utility measures by different human evaluators
operated on the same document.
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Table 4. Relative utility (RU)score of different evaluators

Sentence Human Human Human Human Human
S1 5 5 5 5 5
S2 5 5 5
S3 1 1
sS4 4 4 4 4
S5 3 3 3 3
S6 2 2
S7 3 3
S8 2 2
S9 2 2
S10 2 2
S11 4 4 4
S12 2
S13 3
S14 2 2 2
S15 5 5 5 5
RU 28 31 28 23 25
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Fig. 10. Comparison chart of RU by 5 different evaluators.

Fig. 11 below shows the variation in accuracy rate as the documents are selected from different

domains.
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Fig. 11. A comparison chart of Performance metrics with ten documents

The complexity of the proposed methodology can be calculated as follows:

Pre-processing step in the algorithm consists of iterations where the pre-processing tasks
have to be performed for each sentence in the document. If there are n sentences in the
document the complexity of this iteration can be taken as O(n). In the sentence ranking module
also based on the features selected, we can determine the complexity as O(f*n) where f is the
number of features selected and n is the number of sentences. We can say that the performance
of the algorithm is in direct proportion with the size of the input document taken.

6. Conclusion and Future Work

An SVM-based Malayalam text summarizer is proposed in this work. Compared to other
languages, NLP works including summarization are low in Malayalam due to the scarcity of
resources and agglutinative nature of the language. An extractive summarizer is created hereby
training the Malayalam documents based on the SVM classifier. An average accuracy rate of
93.87 is achieved as a result. The system is tested against documents from different genres and
also with different human evaluators. An evaluation measure of relative utility is also
incorporated here to assess the accuracy of the summarized document when different human
beings are assessing the accuracy rate against the system summary. Sentence wise pre-
processing is required here to extract the features. This may lead to higher execution time for
longer documents, but it can be compromised by the use of high-speed computers. The
precision rate for the documents which contains more guillemets within a paragraph is found
to be comparatively lesser since the compression factor may reach in such cases without
covering all the paragraphs in the document concerned. But this scenario may come less often.
The system can be extended with deep learning training models so that the precision and recall
rate can be enhanced to fit the model more accurately. From this extracted summary, an
abstractive summary can also be generated by incorporating a natural language generator that
will be able to regenerate the short sequence of a sentence from this extracted summary.
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