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a b s t r a c t

The improvement of thermal-hydraulic analysis techniques is essential to ensure the safety and reli-
ability of nuclear power plants. The one-dimensional two-fluid model has been adopted in state-of-the-
art thermal-hydraulic system codes. Current constitutive equations used in the system codes reach a
mature level. Some exceptions are the partition method of wall friction in the momentum equation of
the two-fluid model and the interfacial drag force model for a horizontal two-phase flow. This study is
focused on deriving the partition method of wall friction in the momentum equation of the two-fluid
model and modeling the interfacial drag force model for a horizontal bubbly flow. The one-
dimensional momentum equation in the two-fluid model is derived from the local momentum equa-
tion. The derived one-dimensional momentum equation demonstrates that total wall friction should be
apportioned to gas and liquid phases based on the phasic volume fraction, which is the same as that used
in the SPACE code. The constitutive equations for the interfacial drag force are also identified. Based on
the assessments, the Rassame-Hibiki correlation, Hibiki-Ishii correlation, Ishii-Zuber correlation, and
Rassame-Hibiki correlation are recommended for computing the distribution parameter, interfacial area
concentration, drag coefficient, and relative velocity covariance of a horizontal bubbly flow, respectively.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The improvement of thermal-hydraulic analysis techniques is
essential to ensure the safety and reliability of nuclear power plants
[1]. A variety of numerical simulation codes are available depending
on the size of the target control volume. System analysis codes,
porousmedia codes, and subchannel analysis codes have been used
for nuclear system analysis, steam generator simulation, and core
analysis, respectively. Computational fluid dynamics codes based
on the two-fluid model [2] and large-eddy simulations [3] are also
being developed for detailed local flow simulations. Experimental
techniques to measure local two-phase flow parameters are un-
derway to validate the codes [4,5]. Constitutive equations have
been developed based on a physical understanding of the relevant
phenomena and experimental data. The developed constitutive
equations are being implemented in simulation codes to improve
prediction accuracy.
ong@pusan.ac.kr (J.J. Jeong).

by Elsevier Korea LLC. This is an
The one-dimensional two-field two-fluid model has been
adopted in state-of-the-art nuclear thermal-hydraulic system
analysis codes, such as RELAP5/MOD3 [6], RELAP5-3D [7], TRAC-
PF1 [7], TRACE V5 [8], CATHARE 2 [9], and MARS [10]. The one-
dimensional three-field model has also been implemented in new
system codes, such as CATHARE 3 [11] and SPACE [12]. Current
constitutive equations used in the one-dimensional system analysis
codes reach a mature level. Still, some exceptions are the partition
method of wall friction in themomentum equation of the two-fluid
model and the interfacial drag force model for a horizontal two-
phase flow.

Lee et al. [13] pointed out that one-dimensional thermal-hy-
draulic system analysis codes adopted different partition methods
of wall friction. They simulated horizontal air-water bubbly flows
using RELAP5/MOD3 [6], TRACE V5 [8], and SPACE [12] codes to
identify the effect of the partition method on the prediction of void
fraction and slip ratio. The RELAP5 and SPACE codes computed the
slip ratio nearly equal to unity, whereas the TRACE code computed
the slip ratio higher than 1.1. Lee et al. attributed the unphysical slip
ratio primarily to the improper partition method of wall friction
adopted in the TRACE code. They also expected unphysical droplet
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behavior in horizontal mist flows computed based on the two-fluid
model if the wall friction was not properly apportioned between
gas and droplet phases. Since this might cause significant issues in a
LOCA simulation of PWRs, Lee et al. strongly recommended revis-
iting the two-fluid model with a particular focus on the partition
method of two-phase wall friction. They claimed that one solution
to this issue was the phasic momentum equation based on the
equation of a fluid particle motion adopted in the SPACE code [14].

Due to the importance of the partition method of wall friction in
the momentum equation and interfacial drag force model for a
horizontal two-phase flow, the current study is focused on deriving
the partition method of wall friction in the momentum equation of
the two-fluid model and modeling the interfacial drag force model
for a horizontal bubbly flow. The current study also identifies
necessary constitutive equations to calculate the interfacial drag
force. The required constitutive equations include the equations for
distribution parameter, interfacial area concentration, drag coeffi-
cient, and relative velocity covariance. The derived partition
method of wall friction and modeled interfacial drag force are ex-
pected to improve the robustness and accuracy of nuclear thermal-
hydraulic system analysis codes.
2. Brief review of partition method of wall friction and
interfacial drag force

2.1. One-dimensional momentum equation

The one-dimensional momentum equation in the two-fluid
model is expressed by Ref. [2]:

vCakDrkCCvkDD
vt

þ v

vz
CakDrkCCvkDD

2¼�CakD
vpk
vz

�CakDrkgzþCMikDz�CMwkD

(1)

where a, r, v, t, z, p, g, Mi, and Mw are the void fraction, density,
velocity, time, axial coordinate, pressure, gravitational acceleration,
generalized interfacial drag force, and wall friction, respectively. CD
and CCDD are the area-averaged and void fraction-weighted mean
quantities, respectively. The subscript, k, indicates the phase (g for
gas phase and f for liquid phase).

The generalized interfacial drag force includes the interfacial
drag force, virtual mass force, etc. Under a steady-state fully-
developed flow condition, the generalized interfacial drag force
only considers the interfacial drag force, which is expressed by:

CMikDz ¼ ð�1ÞkCijCvrDjCvrD (2)

where Ci and vr are the overall drag coefficient and velocity dif-
ference between gas and liquid phases (or relative velocity),
respectively.

Lee et al. [13] considered a steady-state fully-developed flow in a
horizontal channel and obtained the gas momentum equation by
simplifying Eq. (1) as:

�CagD
vpg
vz

xCijCvrDjCvrDþ CMwgD (3)

Equation (3) indicates that the accurate prediction of the void
fraction depends on the precise formulation of the phasic wall
friction and interfacial drag force. The effect of the phasic wall
friction and interfacial drag force models on void fraction predic-
tion is more pronounced for a horizontal dispersed flow where the
buoyancy force is not exerted along the flow direction.
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2.2. Partitioning of wall friction

The total two-phase wall friction, Mw2f, is partitioned into gas
and liquid phases. Different codes utilize different partition
methods as follows.

RELAP5/MOD3 [6].

CMwgD ¼
agwlgrgCCvgDD

2

agwlgrgCCvgDD
2 þ afwlf rf CCvf DD

2 CMw2fD (4)

CMwf D ¼
afwlf rf CCvf DD

2

agwlgrgCCvgDD
2 þ afwlf rf CCvf DD

2 CMw2fD (5)

where l is the Darcy-Weisbach friction factor. In a bubbly flow
regime, the wall void fraction, agw, and wall liquid fraction, afw, are
assumed by:

agw ¼ CagD and afw ¼ Caf D (6)

TRACE V5 [8].

CMwgD ¼ 0 (7)

CMwf D ¼ CMw2fD (8)

SPACE [12].

CMwgD ¼ CagDCMw2fD (9)

CMwf D ¼ Caf DCMw2fD (10)

The partition method is generalized as:

CMwgD ¼ cgCMw2fD (11)

CMwf D ¼ cf CMw2fD (12)

where c is the partition coefficient. In the TRACE code, cg ¼ 0 and
cf ¼ 1, whereas cg ¼ CagD and cf ¼ Caf D in the SPACE code.

Fig. 1 shows a sample calculation to compare the partition co-
efficient between the RELAP5 and the SPACE codes. The calculation
conditions are the channel geometry of a circular channel with an
inner diameter of 38.1 mm, horizontal channel orientation, steam-
water system, pressure of 7.0 MPa, and fixed superficial liquid ve-
locity. The sample calculation considers bubbly flow or finely-
dispersed bubbly flow regimes. The void fraction for the horizon-
tal flow is calculated by Rassame-Hibiki drift-flux correlation [15].
The solid black and broken red lines indicate the partition co-
efficients of the gas phase calculated by the RELAP5 codemodel, Eq.
(4) and SPACE code model, Eq. (9), respectively. The partition co-
efficient of the gas phase in the TRACE code is zero, see Eq. (7). The
broken red line also corresponds to the area-averaged void fraction
because cg ¼ CagD in the SPACE code model.

As shown in Fig. 1, when the void fraction is lower than 0.1, the
partition coefficient of the gas phase calculated by the RELAP5 code
model is less than 0.01, i.e., cgx0 and cfx1, which is close to the
partition coefficient of the gas phase adopted in the TRACE code.
When the void fraction increases, the partition coefficient of the gas
phase approaches the void fraction, i.e., cgxCagD and cfxCaf D, cor-
responding to the partition coefficients adopted in the SPACE code
model. Thus, the partition coefficient of the gas phase in the RELAP5
codemodel is in-between the partition coefficients of the gas phase
in the TRACE and SPACE code models. However, under low-
pressure conditions, the partition coefficient in the RELAP5 code
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model is almost identical to that in the TRACE code model, cgx0,
due to gas density negligibly smaller than liquid density.

The effect of the partition coefficient model on the relative ve-
locity between two phases is briefly discussed as follows.
Substituting Eq. (11) into Eq. (3) yields:

�CagD
vpg
vz

¼ CijCvrDjCvrDþ cgCMw2fD (13)

For bubbly flow, the total two-phase frictional pressure drop is
assumed by Ref. [13]:

CMw2fDx� vpg
vz

>0 (14)

Substituting Eq. (14) into Eq. (13) yields:

�
CagD� cg

��� vpg
vz

�
¼ CijCvrDjCvrD (15)

Thus,

CijCvrDjCvrD ¼

8>>>>>>><
>>>>>>>:

�
CagD� cg

��� vpg
vz

�
for RELAP5

CagD

�
� vpg

vz

�
:>0 for TRACE

� 0 for SPACE

(16)

Lee et al. [14] discussed that the SPACE code calculates nearly
zero area-averaged relative velocity between two phases for a
horizontal two-phase flow. However, the TRACE code calculates a
positive area-averaged relative velocity for a horizontal two-phase
flow, which means the gas phase travels faster than the liquid
phase. Although the area-averaged relative velocity calculated by
RELAP5 code depends on the sign of CagD� cg , it is expected that the
RELAP5 code may calculate a positive area-averaged relative ve-
locity for a horizontal two-phase flow but with a slip ratio smaller
than that of the TRACE code.
2.3. Interfacial drag force

Two methods are commonly used in calculating the interfacial
drag force.
Fig. 1. Comparison of partition coefficient between RELAP5 and SPACE codes.
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Drift velocity approach [16] is given as:

CMigD ¼ �CagDCagD
3
Drg

CCvgjDD
2 jCvrDjCvrD (17)

where Dr and vgj are the density difference between two phases
and drift velocity, respectively. The area-averaged relative velocity
is calculated by Ref. [17]:

CvrD ¼ C0
a

�
1� C0CagD
1� CagD

CCvgDD� C0CCvf DD
�

(18)

In Eq. (18), the relative velocity covariance, C0
a, is defined by:

C0
a≡

1� CagD
1� CaCagD

(19)

where the void fraction covariance, Ca, is defined by:

Ca≡
Ca2g D

CagDCagD
(20)

The distribution parameter, C0, is defined by:

C0≡
CagjD
CagDCjD

(21)

where j is the mixture volumetric flux.
An approximate form with C0

ax1 is currently used in compu-
tational codes [6e9] as:

CvrDx

�
1� C0CagD
1� CagD

CCvgDD� C0CCvf DD
�

(22)

which is reasonable when the void fraction is low.
The drag coefficient approach is given as [2]:

CMigD ¼ �1
8
CaiDCDrf jCvrDjCvrD (23)

where ai and CD are the interfacial area concentration and drag
coefficient, respectively.

In the drift velocity approach, the interfacial drag force is
formulated by balancing the buoyancy force with the drag forces.
The drift velocity approach couples the gas phase with the liquid
phase and can provide a stable computation. In a strict sense, the
drift velocity approach is valid under a steady-state condition. It
should be noted here that the drift velocity approach does not apply
to a horizontal flow. Although the drag coefficient approach is a
mechanistic formulation, the drag coefficient approach requires
accurate interfacial area concentration prediction, which is
currently one of the weakest links in the code calculation [18,19].
The interfacial drag models in some system codes can be summa-
rized as follows.

� RELAP5/MOD3 [6]: The drift velocity approach is used in bubbly
and slug flow regimes for vertical two-phase flows. The drag
coefficient approach is used in all flow regimes except for bubbly
and slug flow regimes for vertical two-phase flows.

� TRACE V5 [8]: The drift velocity approach is used for vertical
two-phase flows, and the TRACE does not explicitly consider the
modeling of dispersed bubbly flow in a horizontal channel. In
other words, the interfacial drag force model for vertical bubbly
flows is also used for computing the interfacial drag force for
horizontal bubbly flows.
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� SPACE [12]: The drift velocity approach is used for bubbly, cap-
bubbly, and slug flow regimes in vertical channels, including rod
bundle and pipe. For other flow regimes, the drag coefficient
approach is used.

3. Comparison of code calculations with horizontal flow data

3.1. Horizontal flow data

The measurement data for the discussion on comparing code
calculations with horizontal flow datawere collected by Talley et al.
[20]. Talley et al. conducted an air-water bubbly flow experiment in
a horizontal round channel under atmospheric pressure conditions.
The inner diameter of the round channel, D, was 38.1 mm, and the
channel length, L, was 248 times the channel diameter. Local void
fraction, interfacial area concentration, and gas velocity were
measured by a four-sensor conductivity probe. The axial locations
for the measurements were z=D ¼ 44, 116, and 244, where z is the
axial distance from the test section inlet. The locally measured data
were integrated over the flow channel to obtain the area-averaged
values. The area-averaged superficial gas velocities obtained by the
four-sensor probe agreed with those measured by a rotameter
within ±10%.

Table 1 summarizes the test conditions. Talley et al. [20] pre-
sented the data of pressure, p, void fraction-weighted mean gas
velocity, CCvgDD, area-averaged void fraction, CagD, and area-averaged
interfacial area concentration, CaiD, in figures. Those data were
collected from the figures, and the area-averaged superficial gas
velocity, CjgD, was calculated from CagDCCvgDD. Table 1 summarizes the
data measured at each z=D, including superficial liquid and gas
velocities, pressure, void fraction, and interfacial area concentra-
tion. A total of 27 area-averaged data is collected. The test condi-
tions in the experiment covered the superficial liquid velocity from
4.00 to 6.00 m/s, superficial gas velocity from 0.0745 to 0.561 m/s,
void fraction from 0.0139 to 0.102, and interfacial area concentra-
tion from 62.5 to 419 m�1. The slip ratio, S, can be determined from
the collected data as:
Table 1
Test conditions in the horizontal bubbly flow experiment performed by Talley et al.
[20].

Run # z=D [�] Cjf D [m/s] CjgD [m/s] p [Pa] CagD [�] CaiD [m
�1]

1 44 4.00 0.104 165 0.0318 93.9
1 116 4.00 0.105 155 0.0341 106
1 244 4.00 0.113 138 0.0372 111
2 44 4.00 0.143 165 0.0466 131
2 116 4.00 0.158 155 0.0581 183
2 244 4.00 0.190 138 0.0652 183
3 44 5.00 0.0847 189 0.0204 77.6
3 116 5.00 0.0852 175 0.0205 82.6
3 244 5.00 0.114 150 0.0264 99.2
4 44 5.00 0.132 190 0.0323 120
4 116 5.00 0.135 176 0.0325 128
4 244 5.00 0.181 151 0.0422 156
5 44 5.00 0.251 194 0.0602 201
5 116 5.00 0.251 180 0.0603 225
5 244 5.00 0.348 154 0.0779 267
6 44 6.00 0.0745 220 0.0139 62.5
6 116 6.00 0.0755 200 0.0143 62.5
6 244 6.00 0.0864 166 0.0166 76.1
7 44 6.00 0.126 221 0.0245 96.9
7 116 6.00 0.127 201 0.0239 102
7 244 6.00 0.136 166 0.0262 116
8 44 6.00 0.237 226 0.0456 186
8 116 6.00 0.250 205 0.0464 191
8 244 6.00 0.286 170 0.0537 230
9 44 6.00 0.450 235 0.0843 314
9 116 6.00 0.479 214 0.0862 340
9 244 6.00 0.561 176 0.102 419
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S ¼ CCvgDD
CCvf DD

¼ 1� CagD
CagD

CjgD
Cjf D

(24)
3.2. Comparison of code calculations with data

The code calculations for the horizontal bubbly flow data
collected in section 3.1 were conducted by Lee et al. [13]. Lee et al.
performed the calculations using RELAP5/MOD3, TRACE V5, and
SPACE codes. The calculated flow parameters were the pressure
drop between z=D ¼ 116 and 244, slip ratio at z=D ¼ 116 and 244,
and void fraction at z=D ¼ 116 and 244.
3.2.1. Pressure drop
Fig. 2 shows the comparison of measured pressure drops be-

tween z=D ¼ 116 and 244 and code calculations. Open black circles,
red triangles, and green squares indicate the data collected at
Cjf D ¼ 4.0, 5.0, and 6.0 m/s, respectively. Solid black, broken red, and
dotted green lines are calculated by RELAP5, SPACE, and TRACE
codes, respectively. Here, two statistical parameters, such as mean
relative deviation, mrel, and mean absolute relative deviation,
mrel;ab, are defined as Eqs. (25) and (26), respectively.

mrel ¼

PN
j¼1

�
ag;cal;j � ag;exp;j

�
ag;exp;j

� 100 (25)

mrel;ab ¼

PN
j¼1

���ag;cal;j � ag;exp;j

���
ag;exp;j

� 100 (26)

where the subscripts of cal: and exp: indicate the calculated and
experimental values, respectively. The mean relative deviation and
mean absolute relative deviation reflect a bias and a random
Fig. 2. Comparison of pressure drop data with code calculations.
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uncertainty of a code calculation, respectively. A positive or nega-
tive value of the mean relative deviation indicates the over-
estimation or underestimation by the code, respectively. A large
value of themean absolute relative deviation indicates more scatter
of the calculated value.

Themean relative deviations (bias) are 2.43, 0.605, and 6.35% for
RELAP5, SPACE, and TRACE codes, respectively. The mean absolute
relative deviations (random uncertainty) are 3.38, 2.69, and 6.35%
for RELAP5, SPACE, and TRACE codes, respectively. All codes tend to
overestimate the pressure drop, and the SPACE code provides the
best predictive capability.
3.2.2. Slip ratio
Fig. 3 shows the comparison of experimental slip ratios and code

calculations. Open black circles, red triangles, and green squares
indicate the data collected at Cjf D ¼ 4.0, 5.0, and 6.0 m/s, respec-
tively. Solid black, broken red, and dotted green lines are calculated
by RELAP5, SPACE, and TRACE codes, respectively. The mean rela-
tive deviations (bias) are 29.5, 25.4, and 42.2% for RELAP5, SPACE,
and TRACE codes, respectively. The mean absolute relative de-
viations (random uncertainty) are 29.5, 25.4, and 42.2% for RELAP5,
SPACE, and TRACE codes, respectively. The slip ratios obtained in
the experiment are lower than unity, and all codes tend to over-
estimate the slip ratio significantly. Inwhat follows, the cause of the
slip ratio lower than unity is discussed.

The void fraction is expressed by the slip ratio as:

CagD ¼ 1

1þ 1�CxD
CxD

rg
rf
S

(27)

where CxD is the quality.
The one-dimensional drift-flux model is expressed as:

CCvgDD ¼ C0CjDþ CCvgjDD (28)

The void fraction is also expressed in a drift-flux model form as:

CagD ¼ 1

C0

 
1þ 1�CxD

CxD
rg
rf

!
þ CCvgjDDrg

GCxD

(29)

where G is the mass flux.
Equating Eqs. (27) and (29) yields:
Fig. 3. Comparison of slip ratio d
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S ¼ C0 þ ðC0 � 1Þ CjgD
Cjf D

þ CCvgjDD

Cjf D
(30)

For horizontal bubbly flows, local velocity slip may be approxi-
mated to be zero, resulting in CCvgjDDx0. Therefore, Eq. (30) is
simplified for horizontal bubbly flows as:

Sx1� 1� C0
1� C0CaD

(31)

Fig. 4 shows the dependence of the slip ratio for horizontal
bubbly flows on the void fraction for a fixed distribution parameter,
which is calculated by Eq. (31). Solid black, broken red, and dotted
green lines are the slip ratios calculated by Eq. (31) with C0 ¼ 1.2,
1.0, 0.8, respectively. The figure indicates that the slip ratio is lower
than unity when the distribution parameter is lower than unity. By
assuming no local velocity slip, the distribution parameter can be
calculated from the drift-flux model as:

C0 ¼ CCvgDD
CjD

(32)

Fig. 5 shows the dependence of the distribution parameter for
horizontal bubbly flows on the void fraction. Open black circles, red
triangles, and green squares indicate the distribution parameters
calculated by Eq. (32) at Cjf D¼ 4.0, 5.0, and 6.0 m/s, respectively. The
figure indicates that the distribution parameters in the experiment
are lower than unity. Talley et al. [20] measured the void fraction
distribution in the circular channel and demonstrated that the gas
phase was localized near the top of the test section due to the
buoyancy force acting on the gas phase. The localized gas phase
near the top of the test section decreases the distribution param-
eter (see Appendix A). Since the code calculations of the pressure
drop agree with the data within 10%, the significant discrepancy in
the slip ratio between the code calculations and data may be
attributed to inaccurate modeling of the interfacial drag force.

3.2.3. Void fraction
Fig. 6 shows the comparison of measured area-averaged void

fraction and code calculations. Open black circles, red triangles, and
green squares indicate the data collected at Cjf D ¼ 4.0, 5.0, and
6.0 m/s, respectively. Solid black, broken red, and dotted green lines
are calculated by RELAP5, SPACE, and TRACE codes, respectively.
The mean relative deviations (bias) are �20.2, �18.4, and �29.2%
for RELAP5, SPACE, and TRACE codes, respectively. The mean
ata with code calculations.



Fig. 4. Dependence of slip ratio for horizontal bubbly flows on void fraction for fixed
distribution parameter.

Fig. 5. Dependence of distribution parameter for horizontal bubbly flows on void
fraction.
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absolute relative deviations (random uncertainty) are 20.2, 18.4,
and 29.2% for RELAP5, SPACE, and TRACE codes, respectively. Thus,
all codes tend to underestimate the void fraction significantly. As
shown in Eq. (27), the underestimation of the void fraction is
consistent with the overestimation of the slip ratio.
4. Formulation of partition method of wall friction in a one-
dimensional two-fluid model

4.1. Momentum equation in two-fluid model

The momentum equation of k-phase in the two-fluid model is
expressed by Ref. [2]:

vakrkvk
vt

þ V$ðakrkvkvkÞ ¼ �akVpk þ V$
n
ak

�
Tk þ TTk

�o
þ akrkgk þ vkiGk þMik � Vak$Tki
þ ðpki � pkÞVak

(33)

where Tk, T
T
k and Gk are the viscous stress, turbulent stress, and

mass generation rate per unit volume of k-phase, respectively. The
subscript, i, means the quantity at the interface. The one-
dimensional momentum equation can be obtained by integrating
Eq. (33) over a flow channel area as [22]:
vCakDrkCCvkDD
vt

þ v

vz
CvkCakDrkCCvkDD

2 ¼ �CakD
vpk
vz

þ v

vz
CakDCCtkzz þ tTkzzDD�

þ Cðpki � pkÞ
vak
vz

D:

1500
The magnitude of the covariance, Cvk, can be estimated as fol-
lows [22]. For bubbly, slug and churn-turbulent flows,

Cvkx
	

1þ 0:5ðC0 � 1Þ for gas phase
1þ 1:5ðC0 � 1Þ for liquid phase

(35)

For annular flow,

Cvkx
	
1:02 for turbulent flow
1:33 for laminar flow

(36)

Equations (35) and (36) suggest that the magnitude of the
covariance term is close to unity.

The sixth and seventh terms on the right-hand side of Eq. (34)
are grouped as the total interfacial drag force per unit volume,

CMd
kDz.

CMd
kDz≡CMikDz � CVak$TkiDz (37)

The first term on the right-hand side of Eq. (37) expresses the
generalized particle drag. The second term considers the effects of
void fraction gradient and interfacial shear on the total interfacial
drag force per unit volume. The first and second terms are essential
for a dispersed and separated flow, respectively.

Equation (34) can be simplified as Eq. (38) under the assump-
tions of an adiabatic condition and pkixpk.
4
DH

akwtkw � CakDrkgz þ CCvkiDDCGkDþ CMikDz � CVak$TkiDz

(34)
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vCakDrkCCvkDD
vt

þ v

vz
CvkCakDrkCCvkDD

2¼�CakD
vpk
vz

�CMtkDz�
4
DH

akwtkw

�CakDrkgzþCMikDz�CVak$TkiDz
(38)

where tw and DH are the wall shear force and hydraulic equivalent
diameter, respectively, and

CMtkDz≡� v

vz

�
CakDCCtkzz þ tTkzzDD

�
(39)

Since the dominant viscous force and turbulent shear force
should be z-component acting on the r-surface, tkzz and tTkzz should
be negligibly small. Thus, CMtkDz should be negligibly small (see
Appendix B). The void fraction at the wall is assumed to be zero.
4.2. One-dimensional momentum equation for bubbly, slug and
churn-turbulent flow regimes

For the bubbly, slug and churn-turbulent flows, the last term on
the right-hand side of Eq. (38) is modeled as [22]:

�CVag$TiDz ¼ �4tw
DH

CagDCt (40)

where Ct is expected to be very close to one and set at 1 here. The
derivation of Eq. (40) is given in Appendix C.

Substituting Eq. (40) into Eq. (38) yields:

vCagDrgCCvgDD

vt
þ v

vz
CagDrgCCvgDD

2 ¼ �CagD
vpg
vz

� CagDrggz þ CMigDz

� CagDFw
(41)

where Fw ¼ 4tw=DH .

vCaf Drf CCvf DD

vt
þ v

vz
Caf Drf CCvf DD

2 ¼ �Caf D
vpf
vz

� 4
DH

tfw � Caf Drf gz

þ CMif Dz þ
4tw
DH

CagD

¼ �Caf D
vpf
vz

� 4
DH

tfw
�
1� CagD

�
� Caf Drf gz þ CMif Dz

¼ �Caf D
vpf
vz

� Caf Drf gz þ CMif Dz

� Caf DFw

(42)

Equations (41) and (42) are consistent with the partition
method of the wall friction adopted in the SPACE code [14]. It
should be noted here that, in the TRACE code, the wall friction in
bubbly, slug, and churn-turbulent flow regimes is totally imposed
to the liquid phase. This induced more significant deviations of the
TRACE calculations from the measured pressure drops in Section 3.
4.3. One-dimensional momentum equation for annular flow regime

For the annular flows, the last term on the right-hand side of Eq.
(38) is modeled as [22]:
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�CVak$TiDz ¼ �xi
A
tgi (43)

where xi is the wetted perimeter of the gas core. The derivation of
Eq. (43) is given in Appendix D. The constitutive equation for tgi is
given by:

tgi ¼
fi
2
rgvrjvr j (44)

where

vr ¼ CCvgDD� CCvf DD (45)

The friction factor, fi, can be given by:

fi ¼ 0:005


1þ 75

�
1� CagD

��
(46)

Substituting Eq. (43) into Eq. (38) yields:

vCagDrgCCvgDD

vt
þ v

vz
CagDrgCCvgDD

2 ¼ �CagD
vpg
vz

� CagDrggz þ CMigDz

� xi
A
tgi

(47)

vCaf Drf CCvf DD

vt
þ v

vz
Caf Drf CCvf DD

2 ¼ �Caf D
vpf
vz

� 4
D
tfw � Caf Drf gz

þ CMif Dz þ
xi
A
tgi

(48)

In pure annular flow, CMikDz ¼ 0.

4.4. One-dimensional momentum equation for mist flow regime

In the bubbly, slug, and churn-turbulent flow formulation, Eqs.
(41) and (42) are the momentum equations for the dispersed gas
and continuous liquid phases, respectively. Equations (41) and (42)
apply to the mist flow. In the mist flow formulation, Eqs. (41) and
(42) are the momentum equations for the continuous gas and
dispersed liquid phases, respectively. The detailed derivation is
given in Appendix E.

5. Constitutive equations necessary for formulating
interfacial drag force

As indicated by Eqs. (18) and (23), several constitutive equations
are necessary for calculating the interfacial drag force. They are the
equations for the distribution parameter, interfacial area concen-
tration, relative velocity covariance, and drag coefficient. Since the
drag coefficient model [23] is well-established, state-of-the-art
correlations for the distribution parameter, interfacial area con-
centration, and relative velocity covariance are discussed below.

5.1. Drift-flux correlation and its validity

Rassame and Hibiki [15] developed the one-dimensional drift-
flux correlation for two-phase flows in horizontal pipes given by:

CCvgDD ¼ C0CjD (49)

where



C0 ¼ 0:800 exp

8>>>>>>>>>>><
>>>>>>>>>>>:

0:815

8>>>>>><
>>>>>>:
Cjþg D

.
CjþD

0:900

9>>>>>>=
>>>>>>;

1:50

9>>>>>>>>>>>=
>>>>>>>>>>>;

�
"
0:800 exp

8>>>>>>><
>>>>>>>:
0:815

8>>><
>>>:
Cjþg D

.
CjþD

0:900

9>>>=
>>>;

1:50

9>>>>>>>=
>>>>>>>;

� 1

# ffiffiffiffiffi
rg
rf

s
for 0 � Cjþg D

.
CjþD<0:9

C0 ¼
�
� 8:08Cjþg D

.
CjþDþ 9:08

�

�8:08
�
Cjþg D

.
CjþDþ 1

� ffiffiffiffiffi
rg
rf

s
for 0:9 � Cjþg D

.
CjþD � 1

(50)
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The non-dimensional superficial gas velocity and mixture
volumetric flux are defined as:

Cjþg D≡
CjgD 

Drgs
r2f

!
1=4

and CjþD≡
CjD 

Drgs
r2f

!
1=4

(51)

where s is the surface tension. The Rassame-Hibiki correlation was
validated by 566 data points collected in a wide range of test
conditions such as superficial gas velocity ranging from 0.0253 to
47.5 m/s, superficial liquid velocity ranging from 0.000057 to
5.97 m/s, inner pipe diameter ranging from 0.019 to 0.0779 m, and
void fraction ranging from ~0 to ~1.

Fig. 7 compares void fraction data for horizontal bubbly flows
[20] with the Rassame-Hibiki correlation. Open black circles, red
triangles, and green squares indicate the data collected at Cjf D ¼ 4.0,
5.0, and 6.0 m/s, respectively. The Rassame-Hibiki correlation
agrees with the data well. The mean relative deviation (bias) and
mean absolute relative deviations (random uncertainty) of the
Fig. 6. Comparison of void fraction
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Rassame-Hibiki correlation for the horizontal bubbly flow data [20]
are 0.918% and 5.32%, respectively.

The Chexal-Lellouche correlation [21] is also applicable to pre-
dicting void fraction in horizontal two-phase flows. Rassame and
Hibiki [15] evaluated the prediction accuracy of the Chexal-
Lellouche correlation for the dispersed bubbly flow regime in
horizontal channels. The mean relative deviation (bias) and mean
absolute relative deviations (random uncertainty) of the Chexal-
Lellouche correlation for the horizontal dispersed bubbly flow
data are 10.1% and 10.1%, respectively. The Chexal-Lellouche cor-
relation tends to overestimate the void fraction in the dispersed
bubbly flow regime. These two evaluation results indicate that the
Rassame-Hibiki correlation gives void fraction prediction better
than the Chexal-Lellouche correlation.
5.2. Interfacial area concentration correlation and its validity

The correlation of one-dimensional interfacial area concentra-
tion for the bubbly flows is given by Ref. [25]:
data with code calculations.



Fig. 8. Comparison of interfacial area concentration data with Hibiki-Ishii correlation
and RELAP5 correlation.

Fig. 7. Comparison of void fraction data with Rassame-Hibiki correlation.
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CaiD ¼
3:02g0:174

D0:335
H n0:239f

� s

Dr

��0:174
CagDCεD

0:0796 (52)

where nf and ε are the kinematic viscosity and energy dissipation
rate per unit mass, respectively. The Hibiki and Ishii correlationwas
validated by 459 data collected in bubble columns and forced
bubbly convective flows under various conditions. The database
covered the conditions such as channel geometry (circular and
rectangular channels), channel hydraulic equivalent diameter
(9.0e5500 mm), flow direction (vertical and horizontal flows),
superficial gas velocity (0.000788e4.87 m/s), and superficial liquid
velocity (0.00e6.55 m/s). The mean absolute relative deviations
(random uncertainty) of the Hibiki-Ishii correlationwas reported to
be 22.0%. When the Hibiki-Ishii correlation is applied to horizontal
bubbly flows, the gravitational acceleration should be set at the
nominal value (¼9.8 m/s2).

Fig. 8 compares the interfacial area concentration data for hor-
izontal bubbly flows [20] with the Hibiki-Ishii correlation. Open
black circles, red triangles, and green squares indicate the data
collected at Cjf D ¼ 4.0, 5.0, and 6.0 m/s, respectively. The Hibiki-Ishii
correlation tends to underestimate the interfacial area concentra-
tion data slightly. The mean relative deviation (bias) and mean
absolute relative deviations (random uncertainty) of the Hibiki-
Ishii correlation for the horizontal bubbly flow data [20]
are�32.1 and 32.1%, respectively. The prediction accuracy (¼32.1%)
for the data collected by Talley et al. is similar to the one (¼22.0%)
reported by Hibiki and Ishii [22]. If a 30% error is accepted, the
Hibiki-Ishii correlation is still applicable to horizontal bubbly flows.
The 30% error may be acceptable because of the difficulty in pre-
dicting the interfacial area concentration.

Fig. 8 also includes the comparison between RELAP5 interfacial
area concentration correlation, Eq. (53), and the data collected by
Talley et al. The RELAP5 interfacial area concentration correlation is
given by:
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CaiD ¼
3:6CagD
D0

¼ 7:2CagD
Dmax

(53)

where

NWe ¼
Dmaxrf

�
CCvgDD� CCvf DD

�2
s

(54)

The Weber number for the bubbly flow regime is set at 10.0.
Solid black circles, red triangles, and green squares indicate the

data collected at Cjf D ¼ 4.0, 5.0, and 6.0 m/s, respectively. The
RELAP5 interfacial area concentration correlation significantly
overestimates the data. The mean relative deviation (bias) and
mean absolute relative deviations (random uncertainty) of the
RELAP5 correlation for the horizontal bubbly flow data [20] are 196
and 196%, respectively.

The correlation of the interfacial area concentration, Eq. (53), in
the RELAP5 code fails to predict the interfacial area concentration
data for horizontal bubbly flows. The SPACE code implemented the
correlation of Hibiki et al. [23] to predict the interfacial area con-
centration in the bubbly flow regime. The correlation of Hibiki et al.
(2006) is the advanced version of the Hibiki-Ishii correlation, which
applies to predicting the interfacial area concentration of boiling
bubbly flows under real nuclear reactor conditions. The correlation
of Hibiki et al. is reduced to the Hibiki-Ishii correlation under
adiabatic flow conditions. The Hibiki-Ishii correlation implemented
in the SPACE code reasonably predicts the interfacial area concen-
tration for horizontal bubbly flows. Since the TRACE code adopts
the drift velocity approach in calculating the interfacial drag force,
it does not use the correlation of the interfacial area concentration
in calculating the interfacial drag force.
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5.3. Relative velocity covariance correlation and its validity

Rassame and Hibiki [27] have modeled the relative velocity
covariance model for horizontal flows as:

C0
a≡

1� CagD

1�
 
2:38� 1:38

ffiffiffiffi
rg
rf

q !
CagD

(55)

For low void fraction cases, the relative velocity covariance may
be approximated to be unity. The drag coefficient is given by Ishii
and Zuber [23]. The sensitivity analysis on the wall frictional force
modeling should be performed with the accurate formulation of
the interfacial drag force.
6. Conclusions

This paper discussed the fundamental issues in void fraction
prediction using a one-dimensional nuclear thermal-hydraulic
system analysis code based on the two-fluid model. The key
constitutive equations predicting the void fraction were the inter-
facial drag force model and partitioning of wall friction to each
phase. The discussions, findings, and recommendations obtained in
this study are summarized as follows.

� Partition methods of wall friction adopted in safety analysis
codes were briefly reviewed. The TRACE code imposed total wall
friction to the liquid phase for bubbly, slug, and annular/mist
flows. The SPACE code apportioned total wall friction to gas and
liquid phases based on phasic volume fraction, such as void
fraction and liquid fraction. The RELAP5 code partitioned total
wall friction based on a technique derived by Chisholm [24]
from the Lockhart-Martinelli model [25]. A sample calculation
performed for a horizontal two-phase flow under the condition
of the superficial liquid velocity of 2 m/s and pressure of 7.0 MPa
demonstrated that the RELAP5 code treatment was in-between
the TRACE and SPACE code treatments.

� The area-averaged relative velocity of a horizontal bubbly flow
might be positive for the TRACE and RELAP5 code treatments.
The relative velocity might be zero for the SPACE code
treatment.

� Two approaches, such as the drift velocity approach and drag
coefficient approach, were reviewed to formulate the interfacial
drag force. It was pointed out that the drift velocity approach
currently used in the TRACE code did not apply to a horizontal
two-phase flow.

� Code calculations performed by Lee et al. [13] were compared
with horizontal bubbly flow data collected in a horizontal
channel with an inner diameter of 38.1mm [20]. Experimentally
observed slip ratios and distribution parameters were signifi-
cantly lower than unity due to the localized gas phase around
the top of the horizontal test section induced by the buoyancy
force. All codes tended to overestimate the slip ratio and un-
derestimate the void fraction.

� The one-dimensional momentum equation in the two-fluid
model was derived from the local momentum equation. The
derived one-dimensional momentum equation demonstrated
that the total wall friction should be apportioned to both gas and
liquid phases based on the phasic volume fraction. The derived
one-dimensional momentum equation was the same as that
adopted in the SPACE code.

� The constitutive equations necessary for formulating the inter-
facial drag force were identified and were the equations for the
distribution parameter, interfacial area concentration, drag
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coefficient, and relative velocity covariance. The Rassame-Hibiki
correlation [15], Hibiki-Ishii correlation [22], Ishii-Zuber corre-
lation [26], and Rassame-Hibiki correlation [27] were recom-
mended for computing the distribution parameter, interfacial
area concentration, drag coefficient, and relative velocity
covariance of a horizontal bubbly flow, respectively.

� Sensitivity calculations are recommended for optimizing the
interfacial drag force model in a future study.
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Nomenclature

ai interfacial area concentration
CD drag coefficient
Ci overall drag coefficient
Cv covariance in momentum convection term
Ca void fraction covariance
C0
a relative velocity covariance

Ct coefficient
C0 distribution parameter
c partition coefficient
Dmax maximum bubble size
D0 average bubble size
G mass flux
Fw wall friction force per unit volume
fi friction factor
g gravitational acceleration
j mixture volumetric flux
Md total interfacial drag force
Mi generalized interfacial drag force
Mw wall friction
Mw2f total two-phase wall friction
Mt Total of viscous and turbulent shear stresses
m exponent
mj exponent
NWe Weber number
n exponent
p pressure
R channel radius
r radial coordinate
S slip ratio
s scalar
t time
v velocity
vf liquid velocity
vg gas velocity
vgj drift velocity
vr relative velocity between two phases
vr difference between void-fraction weighted mean gas

and liquid velocities
x quality
z axial coordinate or distance from test section inlet
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Greek symbol
ag void fraction
ag;b void fraction in two-phase flow region
afw void fraction at wall
agw liquid fraction at wall
Gk mass generation rate per unit volume
Dr density difference between two phases
ε energy dissipation rate per unit mass
q azimuthal coordinate
k Dilatational viscosity
l Darcy-Weisbach friction factor
m dynamic viscosity
nf kinematic viscosity
xi wetted perimeter of gas core
r density
s surface tension
T tensor
Tk viscous stress
TTk turbulent stress
ti interfacial shear stress
tw wall shear stress

Subscripts
c values at channel center
f liquid phase
g gas phase
i quantity at interface
k k-phase

Superscript
þ non-dimensional value

Appendix A

The purpose of Appendix A is to demonstrate that the localized
gas phase near the top of the test section tends to decrease the
distribution parameter. For this purpose, a simple two-dimensional
horizontal channel with an infinite width is considered, as depicted
in Fig. A1.
Fig. A1. Assumed distributions of void fraction and mixture volumetric flux.
The assumed distribution of the mixture volumetric flux is
expressed by:

j
jc
¼ 1�

�����x�W
W

����
�mj

(A1)

where x,W , andmj are the vertical distance measured from the top
of the test section, half of the channel width, and exponent,
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respectively. The subscript, c, means the value at the channel center.
The assumed distribution of the void fraction is represented by:

	
ag ¼ ag;b for 0 � x � xW
ag ¼ 0 for xW � x � 2W (A2)

where ag;b and xW are the void fraction in the two-phase flow re-
gion and the vertical distance for the two-phase flow region
measured from the top of the test section.

The area-averaged mixture volumetric flux is given by:

CjD ¼ mj

mj þ 1
jc (A3)

The area-averaged void fraction is given by:

CagD ¼ xW
2W

ag;b (A4)

The area-averaged product of the void fraction and mixture
volumetric flux is given by:

CagjD¼
jcag;b
28<

: mj

mjþ1
�
 
1�2CagD

ag;b

!
þ 1
mjþ1

 
1�2CagD

ag;b

! �����1�2CaD
ag;b

�����
!mj

)

(A5)

Substituting Eq. (A3), (A4), and (A5) into Eq. (21) yields:

C0 ¼ ag;b
2CagD

(
1�mj þ 1

mj

 
1� 2CagD

ag;b

!
þ 1
mj

 
1

� 2CagD
ag;b

! �����1� 2CagD
ag;b

�����
!mj

)
(A6)

For stratified flows, ag;b ¼ 1, resulting in:
C0 ¼ 1
2CagD

(
1�mj þ 1

mj

�
1� 2CagD

�

þ 1
mj

�
1� 2CagD

����1� 2CagD
���mj

)
(A7)

which is similar to the equation for the distribution parameter of
oil-water stratified flow in horizontal channels developed by
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Baotong et al. [27].
Figure A2 shows the distribution parameter calculated with

assumed ag;b. Solid black, broken red, and dotted green lines are the
values calculated with ag;b ¼ 0.1, 0.2, and 0.3, respectively. The
figure demonstrates that the localized gas phase near the top of the
test section decreases the distribution parameter.

Fig. A2. Dependence of distribution parameter on void fraction.
Appendix B

The purpose of Appendix B is to demonstrate that CMtkDz should
be negligibly small. The z-component of the viscous stress is
expressed by:

tzz ¼ �m

�
2
vvz
vz

�
þ
�
2
3
m� k

�
ðV$vÞ (B1)

where m and k are the dynamic viscosity and dilatational viscosity,
respectively, and

V$v ¼ 1
r

v

vr
ðrvrÞ þ 1

r
vvq
vq

þ vvz
vz

x
vvz
vz

(B2)

where r and q are the radial and azimuthal coordinates,
respectively.

Substituting Eq. (B2) into Eq. (B1) yields:

tzz ¼ �
�
4
3
mþ k

�
vvz
vz

(B3)

The z-component of the viscous stress is a function of the ve-
locity gradient of z-directional velocity along the z-direction. This
term is generally small. Similarly, the z-component of the turbulent
stress should be expressed as a function of the z-directional velocity
along the z-direction. This term is also small in general. As can be
seen in Eq. (39), CMtkDz should be the function of the second-order
of the z-directional velocity. Such a “diffusion” term should be
negligibly small in general.

Appendix C

The purpose of Appendix C is to derive Eq. (40). Several vectors
1506
and tensor operations are required for the derivation.

V$ðsTÞ ¼ Vs$Tþ sðV$TÞ (C1)

where s and T are a scalar and tensor, respectively.
The z-components of V$ðsTÞ and V$T are:

½V$ðsTÞ�z ¼
1
r

v

vr
ðrstrzÞ þ 1

r
v

vq
ðstqzÞ þ

v

vz
ðstzzÞ (C2)

½V$T�z ¼
1
r

v

vr
ðrrzÞ þ 1

r
v

vq
ðtqzÞ þ

v

vz
ðtzzÞ (C3)

Thus,

½Vs$T�z ¼ trz
vs
vr

þ trq
r

vs
vq

þ tzz
vs
vz

(C4)

By assuming ag ¼ agðrÞ, Eq. (C5) is obtained.


Vag$T

�
z ¼ trz

vag
vr

(C5)

The distributions of the interfacial shear stress and void fraction
are assumed by Eqs. (C6) and (C7), respectively as:

tixtw
�r
R

�m
(C6)

ag
ag0

¼ 1�
�r
R

�n
(C7)

where ti, tw, R, m, and n are the interfacial shear stress, wall
shear stress, channel radius, exponent, and exponent, respectively.

Substituting Eqs. (C6) and (C7) into Eq. (C5) and integrating Eq.
(C5) over a flow channel yields:

C� Vag$T�zD ¼ �CVag$TiDz ¼ �4tw
DH

CagDCt (C8)

where

Ct ¼ nþ 2
nþ ð1þmÞ (C9)

where n is close to unity, resulting in Ctx1.
Appendix D

The purpose of Appendix D is to derive Eq. (43).

�Vag$Ti
�
z ¼ �trz

vag
vr

(D1)

Integrating Eq. (D1) over a flow channel yields:

C
�Vag$Ti

�
zD ¼ �CVag$TiDz ¼ �1

A

ð
A

trz
vag
vr

2prdr

¼ �1
A

lim
dr/0

tgi
1� 0
dr

2pridr ¼ �xi
A
tgi (D2)

where xi is the wetted perimeter of the gas core (¼2pri). In the
derivation of Eq. (D2), it is assumed that the void fraction at the gas-
liquid interface changes from 1 to 0. The void fraction is assumed to
be uniform in the gas core (¼1) and liquid film (¼0). A non-zero
term in the right-hand side of Eq. (D2) occurs only at the gas-
liquid interface.
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C
h
�Vaf $Ti

i
z
D ¼ �CVaf $TiDz ¼ �1

A

ð
A

trz
vaf
vr

2prdr

¼ 1
A

lim
dr/0

tfi
0� 1
dr

2pridr ¼ �xi
A
tfi ¼

xi
A
tgi (D3)

It should be noted here that Eq. (D3) is not the same as Eq. (72)
in Ishii-Mishima's paper [22] as:

C½�Vak$Ti�zD ¼ �xi
A
tgi (D4)

For the gas phase, Eq. (D4) agrees with Eq. (D2), but for the
liquid phase, the sign of the right-hand side of Eq. (D3) is positive
against negative in Eq. (D4). Substituting Eq. (D4) into Eq. (38) and
applying the steady-state condition yield:

0 ¼ �vp
vz

� 4
DH

tfw � rmgz � 2
xi
A
tgi (D5)

C½�Vak$Ti�zD given by Eq. (D4) does not cancel out, resulting in
Eq. (D5). Equation (D5) is an incorrect momentum balance under
the steady-state conditions.

Appendix E

The purpose of Appendix E is to demonstrate that Eqs. (41) and
(42) apply to the mist flow. The gas and liquid (or droplet) mo-
mentum equations are given by Eq. (E1) and (E2), respectively.

vCagDrgCCvgDD

vt
þ v

vz
CagDrgCCvgDD

2 ¼ �CagD
vpg
vz

� 4
DH

tgw � CagDrggz

þ CMigDz � CVag$TgiDz
(E1)

vCaf Drf CCvf DD

vt
þ v

vz
Caf Drf CCvf DD

2 ¼ �Caf D
vpf
vz

� Caf Drf gz þ CMif Dz

� CVaf $TfiDz
(E2)

where agw ¼ 1 and afw ¼ 0 are assumed.
By assuming af ¼ af ðrÞ, Eq. (E3) is obtained.

h
Vaf $T

i
z
¼ trz

vaf
vr

(E3)

The distributions of the interfacial shear stress and void fraction
are assumed by Eqs. (C6) and (C7), respectively. Substituting Eqs.
(C6) and (C7) into Eq. (E3) and integrating Eq. (E3) over a flow
channel yields:

C�
h
Vaf $T

i
z
D ¼ �CVaf $TiDz ¼ �4tw

DH
Caf DCt (E4)

Substituting Eq. (E4) with Ctx1 into Eq. (E1) and (E2) yields:

vCagDrgCCvgDD

vt
þ v

vz
CagDrgCCvgDD

2 ¼ �CagD
vpg
vz

� CagDrggz þ CMigDz

� CagDFw
(E5)
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vCaf Drf CCvf DD

vt
þ v

vz
Caf Drf CCvf DD

2 ¼ �Caf D
vpf
vz

� Caf Drf gz þ CMif Dz

� Caf DFw

(E6)

which are the same as Eqs. (41) and (42).
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