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ABSTRACT

The application of video processing techniques are useful for the safety of nuclear power plants by
tracking the people online on video to estimate the dose received by staff during work in nuclear plants.
Nuclear reactors remotely visually controlled to evaluate the plant's condition using video processing
techniques. Internal reactor components should be frequently inspected but in current scenario however
involves human technicians, who review inspection videos and identify the costly, time-consuming and
subjective cracks on metallic surfaces of underwater components. In case, if any frame of the inspection
video degraded/corrupted/missed due to noise or any other factor, then it may cause serious safety issue.
The problem of missing/degraded/corrupted video frame estimation is a challenging problem till date. In
this paper a systematic literature review on video processing techniques is carried out, to perform their
suitability analysis for NPP applications. The limitation of existing approaches are also identified along
with a roadmap to overcome these limitations.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Seven of the UK's eight nuclear power facilities are Advanced
Gas-cooled Reactors (AGRs), which supply enough electricity to
cover roughly 20% of annual demand. The core of the AGR plant is
made up of hundreds of channels made out of cylindrical graphite
bricks that house the fuel and allow control rods to be inserted to
control the reaction. Specialized equipment and tools with various
sensors, including a video camera, are used to inspect specific fuel
channels. The camera is used for Remote Visual Inspection (RVI)
and records footage of the inner wall of the fuel channel in six
separate but overlapping orientations. In the inspection video, if
any frame got degraded or missed due to any reason then it will
create serious problem in the inspection process. For that, we need
a reliable and robust technique to estimate the missing/degraded
frame.The need for the recovery of missing pixels in any image falls
under the category of image restoration, which plays a significant
role in many real-world applications such as medical imaging,
defense, etc. Some of the well-established methods to restore the
images are Median filter, Adaptive filter, Linear filter, Iterative blind
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deconvolution, Non-negative and support constraints recursive
inverse filtering, Super-Resolution restoration algorithms based on
gradient adaptive interpolation, Deconvolution using sparse prior,
Block matching, Weiner filter, deconvolutionizing regularized fil-
ter(DRF), Lucy-Rechardson algorithm techniques, neural network
approach [1]. These filters are used in image restoration based on
the need and efficiency of the filter. Images and videos have some
similarities and differences, such as the fact that the images are 2D/
3D spatial distribution of intensity with constant time, while videos
are a 3D/4D Spatio-temporal intensity pattern. The missing frames
in any video can be estimated, similar to the case of images. Missing
frames in any video can be restored based on the available infor-
mation in the locality (both spatial and temporal) of the missing
data. Motion vector recovery techniques attempt to recover lost
motion information in compressed video streams and because of its
simplicity and reliability, block-matching motion estimation
(BMME) is the most widely used method to find the best-matched
block; the BMME algorithms use search patterns. A simple tech-
nique for error concealment is bi-linear interpolation in which each
pixel in the lost area is interpolated from intact neighboring pixels.
B. Yan et al. [2] proposed a hybrid motion vector extrapolation al-
gorithm to provide a more precise estimate of the motion vectors of
the missing frames, while a well-known frame rate up-conversion
technique may improve the visual quality of low frame rate images
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[3]. A content-adaptive vertical temporal filtering method is used
for deinterlacing which effectively uses correlations between
adjacent frames [4],23], in which motion estimation is not used and
hence provides low complexity.

We attempt to provide a rigorous review of existing techniques
on the estimation of missing/degraded video frames to identify the
advantages and limitations of these techniques along with suit-
ability analysis of techniques and a roadmap for future work. The
organization of the paper is as follows. In Section 2 research
methodology is given and Section 3 discusses the existing tech-
niques proposed by different researchers. Section 4 gives a
comparative study of these existing techniques along with suit-
ability analysis. The significant findings are brought out in section 5
and section 6 concludes the paper and provides a roadmap for
future work.

2. Review methodology

The primary objective of this study is to conduct a systematic
literature review in order to identify the most advanced techniques
for estimating missing video frames and determining their suit-
ability for usage in NPP inspection videos. Our systematic literature
review is conducted by searching for research papers published
between 1998 and 2020, on IEEE and Web of Science databases. The
databases were screened for titles, abstracts, keywords containing
phrases “Missing video frame estimation” AND (“Motion estima-
tion” OR “Video restoration” OR “Frame interpolation”). The search
was limited to full-length journal articles written in English lan-
guage only. As a result, we got 51 articles related to the keywords.
After removing duplicates and conference papers, we read titles
and abstracts of publications. References that did not investigate
missing video frame estimation were excluded from further
screening. In the following step, we filtered out studies that does
not contain the missing video frame estimation techniques. We
included 20 articles published in various reputed journals for our
literature review shown in Table 1.

We defined some criteria for the suitability analysis of existing
missing video frame estimating techniques in NPP inspection
videos, and based on those criteria, we can conclude if a method-
ology is relevant in the NPP inspection video or not.

The following are the suitability criterion for using the existing
techniques in the NPP inspection video:

i) By comparing the video dataset's characteristics to the NPP
inspection video.

ii) If the characteristics of the used video dataset and the NPP
inspection video match, then the given technique will be
equally applicable to the NPP inspection video.

iii) If the characteristics of the used video dataset and the NPP
inspection video are not similar, we will customise the NPP
inspection video and apply the existing technique based on
the advantages and limitations of the existing technique.

3. Related work

To overcome the issues of missing video frames,a hybrid frame
concealment algorithm for H.264/AVC is proposed by B.Yan et al.
[1], in which the limitations of pixel-based motion vector estima-
tion are addressed.The pixel in the missing frame can be divided
into two categories.

i) For a pixel that is covered by at least one extrapolated macro-
block (MB); In this case, the motion vector(MV) is estimated
by averaging the MVs of all overlapped MBs.
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ii) For a pixel that is not covered by any of the extrapolated MBs; In
this case, MV is estimated by duplicating the MVs of the same
pixel in the previous frame.

If the estimated motion vector is:
MV = (MVy,MVy), each missing pixel p;(x,y) can be recovered
as

Pm(X,¥) =pr(x+MVX,y +MVy)

where pr(x,y) refers to the pixels in the previous frame. The hybrid
motion vector extrapolation approach [2] gives a more accurate
estimate of the motion vector of the missing frame at low frame
rates than standard methods. If the NPP inspection video has the
same characteristics as the used dataset video, then the same
technique can be applied to estimate the missing frames if the block
matching criterion threshold is properly set.

Another algorithm was proposed by Ci Wang et al. [3], in which
frame rate up-conversion, using trilateral filtering, is used.

Let, in the unidirectional motion, f;_; andf;_, are two consecu-
tive frames, and f;is the intermediate frame to be interpolated.

Let the motion be uniform, then f; can be modeled as

1 1 1 1 1
frx,y) =5 (fm (x - ij,y - EAy) +fe1 (x + ij,y +§Ay))

+ nt(xvy)

where (x,y)and (Ax,Ay) are the pixel location in the unidirectional
motion vector between f;_; and f;, respectively and n¢(x,y)is the
noise.

The frame rate up conversion algorithm comprises three
components.

i) Motion Estimation
ii) Initial estimation
iii) Trilateral filtering

This method reduces the cost of refining motion vectors while
also reducing interpolation noise and miss registration errors. This
technique can be applied in NPP inspection videos by selecting the
appropriate search strategy, block matching criterion, and block
size.

Nick C. Tang et al. [6] proposed a video inpainting algorithm to
repair damaged contents in vintage digitized film, which concen-
trates on maintaining good Spatio-temporal continuity.In this
method, a video inpainting algorithm is used to repair damaged
contents in vintage digitized film, which concentrates on main-
taining good spatio-temporal continuity.

There are two key techniques used in this algorithm.

i) Motion completion recovers missing motion information in the
damaged area to maintain good temporal continuity.

ii) Frame completion repairs damaged frames to produce a visually
pleasing video with good spatial continuity and stabilized
luminance.

Table 1
Number of articles selected from different databases.

No. of Articles
6

Article Database

IEEE Transactions
Elsevier
SPIE Digital Library

1
2
1
Springer 1
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For videos with unstable motion and luminance, motion
completion and frame completion algorithms are utilised, and they
work better if the damaged content does not span a broad area. We
can utilise this approach to estimate missing or degraded frames in
NPP inspection videos if the aforementioned conditions are met.

Multiple hypothesis Bayesian frame rate up-conversion by
adaptive fusion of motion-compensated interpolations is proposed
by Hongbin Lu et al. [7]. In the proposed work, they have given a
multiple hypothesis Bayesian frame rate up-conversion scheme for
estimating the intermediate frame with maximum aposteriori
probability. By considering the time complexity of the recon-
structed frame, this technique improves the objective and subjec-
tive quality of the reconstructed frame. This method can also be
used to approximate the missing frames in NPP's inspection video.

Let f; be the intermediate frame to be estimated, and f;_; and
ft41 are the previous and following neighboring frames of f;,
respectively. Here the go al is to find the most probable pixel of f;
based on f;_; and f; 1.

Mathematically it can be given as

fr = argmax_Pr(felfi 1. fis1) (1)
N~——

where P;(.) is the probability density function.
Considering the impact of motion, equation (1) can be formu-
lated as

Fo = argmax. [ (e melf 1. fesr)dme

- argmax. Jprmmq S )Pr(melfiy feon)dmy 2)

t

Instead of employing a single uniquely optimal motion, multiple
optimal motion trajectories are utilised. To obtain accurate esti-
mation for the pixels in missing intermediate frames, the motion-
compensated interpolations generated by all these motion hy-
potheses are adaptively fused according to the reliability of each
hypothesis. To obtain the multiple motion field, a set of block
matching sizes is used and the motion fields are estimated by
progressively reducing the size of the matching block.

Kwok-Wai Hung et al. [8] proposed an algorithm that discusses a
low complexity, computationally scalable, and data-adaptive image
interpolation. The image interpolation as a denoising problem was
formulated by proposing a new image model to relate the observed
low-resolution pixels and missing high-resolution pixels. Applying
the maximum-likelihood estimation using the new image model
results in an adaptive linear filter, where the filter coefficients
depend on the local noise covariance matrix, which is estimated by
the local noise sample.

Data adaptive image interpolation and maximum likelihood
estimation approaches are utilised because of their simple struc-
ture and low complexity, but they cannot be used directly for
missing video frame estimation since the interpolation problem
must first be turned into a denoising problem. As a result, this
technique cannot be used directly to the NPP inspection video.

Haichao Zhang et al. [9] proposed a non-local kernel regression
model for various image and video restoration tasks. Their method
exploits both the non-local self-similarity and local structural reg-
ularity properties in natural images. The non-local self-similarity is
based on the observation that image patches that tend to repeat
themselves in natural images and videos, and the local structural
regularity observes that image patches that have regular structures
where the accurate estimation of pixel values is possible via
regression. By unifying both the properties explicitly, the non-local
kernel regression framework is more robust in image estimation,
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and the algorithm applies to various image and video restoration
tasks. Taking into account the computational complexity, this
method produces more accurate results and can be used in NPP
inspection videos.

An algorithm proposed by Farhang Vedadi et al. [10] uses non-
local cost not only to measure the fitness of the interpolator at
the missing pixel position but also to approximate the transition
matrix of Markov chain interpolators. The viterbi algorithm was
used to find the optimal overall interpolating sequence while
keeping the cost function and nearby pixels in hand. It automati-
cally updates the transition matrix for individual frames. Now,
maximum aposterior formula was used for estimating the inter-
polating sequence. Forward-backward algorithm was used to esti-
mate the most successive interpolators in each of the missing
pixels.

This method produces better results and may be applied to NPP
inspection videos if the properties of the utilised dataset and the
NPP inspection video match, but it is computationally more com-
plex due to several assumptions.

Gi-Hyun Na et al. [11] proposed a frame-based recovery of cor-
rupted video files using video codec specifications. Their method
addresses how to extract video frames from a portion of the video
to be restored as well as how to connect extracted video frames
together according to the codec specifications. A video restoration
technique for fragmented and partially overwritten video files was
proposed and it guarantees the integrity of the restored frames.

If the degraded content does not cover a large area, the frame-
based recovery method is used, which recovers the most video
data from non-overwritten video segments. If the parameters of the
used video dataset match those of the NPP inspection video, this
technique can be used to estimate missing video frames in the
video.

Ting-Lan Lin et al. [12] proposed an improved interview video
error concealment on entire frame loss. An improved depth image-
based rendering(DIBR) based whole frame error concealment
method for multi-view video with depth was designed. Then,
optimal reference view selection was developed. Correctly mapped
pixels from another view were used as an initial estimate for one-
to-one mapping. By the previous frame, the illumination compen-
sation was estimated across the views of the current frame. Motion
vectors for the mapped pixels were taken and a reverse DIBR is
applied. Many to one pixel were generated with the better decision
using depth information, producing better pixel quality. The hole
pixels were efficiently recovered with the estimated motion vec-
tors. It was computed using the neighboring available motion
vectors and weighted by the inverse of the spatial distance.

Considering the limitations of this technique, we can utilise this
approach to estimate the missing video frames of the NPP inspec-
tion video.

Chih-Chung Hsu et al. [13] proposed a method, in which, they
addressed the problem of hallucinating the missing high frame
resolution details of low-resolution video while maintaining the
temporal coherence of the reconstructed high-resolution details
using dynamic texture synthesis. Their method divides the input
low-resolution video frames into key-frames and non-key frames.
The texture synthesis-based super-resolution method was used to
upscale each key-frame, followed by a low complexity bidirectional
overlapped block motion compensation that reconstructs the high-
resolution details of each non-key frame between two successive
anchors key-frames.

This technique improves subjective and objective visual con-
sistency, thus it may be utilised in the NPP inspection video, but it is
less successful in capturing motion patterns if the texture includes
persistent motions.

Jing Ge et al. [14] proposed a spatio-temporal super-resolution
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method to enhance both the spatial resolution and the frame rate in
a hybrid stereo video system. In this system, a scene was captured
by two cameras to form two videos, including a low spatial reso-
lution with high frame rate video and a high resolution, with low
frame rate video. For the low spatial resolution video, the low-
resolution frames were spatially super-resolved by the high-
resolution video via the stereo matching, bilateral overlapped
block motion estimation, and the additive overlapped block motion
compensation, while for the low frame rate video, these missed
frames were interpolated using the high-resolution frames ob-
tained by fusing the disparity compensation and the motion
compensation frame rate up-conversion.

This technique provides both subjective and objective proper-
ties of a mixed spatiotemporal superresolution approach, and it can
be employed in NPP inspection videos if the characteristics of the
used dataset video match those of the NPP inspection video.

Xang Xu et al. [15] proposed a method to complete the holes left
by removing objects with motion-guided pixels assignment opti-
mization. Initially, the motion field in the holes was estimated by
applying a two-step motion propagation method. Then, using the
estimated motion field as guidance, the missing parts were
completed by performing pixels assignment optimization based on
the Markov process. It optimally assigns available pixels from other
neighboring video frames to the missing region. Finally, an illumi-
nation adjusting approach to eliminate the illumination inconsis-
tency in the completed holes was applied.

This method is used to fill the hole, and it produces better
outcomes than other methods. If the characteristics of the used
video dataset and the NPP inspection video match, it will be useable
in NPP inspection video, taking into mind the computational cost.

Pierre-Henri Conze et al. [16] proposed a multi-reference
combinatorial strategy towards longer long-term dense motion
estimation. In which, with computer vision applications such as
video editing in mind, optical flows were estimated. It was done
with various inter-frame distances and combine through multi-
step integration and statistical selection.

The combination of the work was two-fold:

i) An exhaustive analysis of available single reference complexity
reduction strategy.

ii) A simple and efficient alternative related to multi-reference
integration and statistical selection was proposed.

The used method automatically inserts intermediate reference
frames.

This technique is used to reduce complexity while enhancing
the accuracy of missing frame estimation in low frame rate videos.
If the characteristics of the used dataset and the NPP inspection
video match, this technique is appropriate for NPP inspection
videos.

Werui Hu et al. [17] proposed the twist tensor nuclear norm for
video completion. In this, a new low-rank tensor model based on
the circulant algebra, namely, Twist Tensor Nuclear Norm(t-TNN)
model was tested on a video completion application that aims to
fill missing values. Especially it was used while dealing with video
recorded by a non-stationary panning camera. The block circulant
matricization of the twist tensor can be transformed into a circulant
block representation with the nuclear norm invariance. This rep-
resentation exploits the horizontal translation relationship be-
tween the frames in a video after transformation. It endows the t-
TNN model with a more powerful ability to reconstruct panning
videos.

If the NPP inspection video contains insufficient information
regarding the content in the frame, this procedure is used. For
panning video, this method produces a more precise estimate,
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while for fixed surveillance video, it provides less accurate results.

D. M.Motiur Rahman et al. [18] proposed a new view synthesis
technique that exploits temporal correlation for hole filling. The
views were interpolated from adjacent texture images and their
corresponding depth map. In this, several models in the Gaussian
mixture separate the background and foreground pixels. The
missing pixels were recovered from the adaptive weighted average
of the pixel intensities from the corresponding models of the
Gaussian mixture model and the wrapped images.

This technique considerably enhances the PSNR, and because of
this, it can be employed in the NPP inspection video if the dataset
and the NPP inspection video have similar characteristics.

Brian E.Moore et al. [19] proposed a panoramic robust PCA for
foreground-background separation on noisy and free motion
camera video. The proposed method records the frames of the
corrupted video, encodes the varying perspectives caused by
camera motion in a global model as missing data. This can generate
a panoramic context portion that automatically stitches together
corrupted data from partially overlapping frames to recreate the
entire field of view.

If the used dataset and the NPP inspection video have similar
characteristics, this technique will work similarly in NPP inspection
video.

Muhammad Saquib et al. [20] proposed a crowd counting sys-
tem for low to medium-density crowded images. The framework
used a faster-recursive convolutional neural network to detect a
pedestrian in crowd video, followed by a motion-guided filter to
recover misdetections and thus increase the overall mean detection
precision.

This method is used to estimate miss detections and count
crowds. This technique may be applied for NPP inspection video as
well, based on the similarity between the used dataset video and
the NPP inspection video.

Avinash Paliwal et al. [21] proposed a deep slow-motion video
reconstruction technique with a hybrid imaging system. The pro-
posed techniques used a hybrid imaging method to present a deep
learning approach for video frame interpolation. By coupling the
low frame rate video with a high frame rate video with low spatial
resolution, the lack of temporal information in the input video was
resolved.

The two-stage learning method correctly combines the two
videos. First, aligning the high-resolution neighboring frames to the
target frame. Second, merging the matched images to recreate the
high-quality frame. Finally creating simulated training data and
perturbing it to fit the statistics of real data.

This method is better for both synthetic and real-world videos,
and it is used for high-resolution videos with a very high frame rate.
If the auxiliary frames are taken at a low resolution, this technique
will not work. This method can be used in NPP inspection videos if
the benefits and constraints are considered.

4. Comparative studies of the existing techniques

We performed an appropriateness study of the approaches
utilised in the existing literature in this section. On this premise, we
have concluded whether or not a certain technique for missing
frame estimation can be employed in the NPP inspection video
application. Table .2 is showing the study. We have adopted tech-
niques that produce better results while being less computationally
expensive.

At low frame rates, the hybrid motion vector extrapolation al-
gorithm [2] produces a more accurate estimate of the missing
frame's motion vector than traditional methods. If the block
matching criterion threshold is properly selected, this technique
will be applicable in NPP inspection videos with low frame rates.
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A frame rate up conversion approach is utilised for higher frame
rate video, followed by a trilateral filter [3], which reduces the
computational cost of refining the motion vectors while also sup-
pressing interpolation noise and missregistration errors. By
selecting the right search strategy, block matching criterion, and
block size, this technique can be used in NPP inspection videos.

Although some algorithms do not use the motion estimation
method [4], their results are inferior to systems that do, hence these
techniques should be avoided for use in NPP inspection video
application.

When attempting to estimate the missing video frame in
streaming video over any channel, we use a cross-layer optimiza-
tion approach for the H.264/AVC scalable extension [5] that ensures
low computational complexity, but there is a tradeoff between the
size of the optimization window and computational complexity.
This technique can be applied in NPP inspection videos by
balancing the optimization window and computational cost.

Motion completion and frame completion approaches [6] are
used for a video with unstable motion and luminance, and they
perform better if the damaged content does not span a large area.
This approach can be used to estimate missing/degraded frames in
NPP inspection videos.

Multiple hypotheses baysian frame rate-up conversion
approach [7] can improve the objective and subjective quality of
the reconstructed frame by taking time complexity into consider-
ation. This technique can likewise be applied to NPP's inspection
video.

Because of their simple structure and minimal complexity, data
adaptive image interpolation and maximum likelihood estimation
techniques [8] are used, but this technique cannot be used directly
for missing video frame estimation because the interpolation
problem must first be converted into a denoising problem. As a
result, this technique cannot be directly applied to the video of the
NPP inspection.

The missing video frames are estimated using the non-local
kernal regression technique [9], which produces a more reliable
result. Although this technique can be employed in NPP inspection
videos, the main disadvantage is that the computational cost in-
creases owing to the patch matching procedure.

The Markov chain interpolation technique [10] is used to be
competitive on different test sequences. It provides better results
and can be applied to inspection video of NPP, but due to many
assumptions, its computational complexity increases.

If the degraded content does not cover a large area, the frame-
based recovery method [11] is applied, which recovers the most
video material from non-overwritten video portions. This tech-
nique can be used to estimate missing video frames in NPP in-
spection video.

The missing frames can be estimated using improved depth
picture based randering [12], which is based on motion estimation.
However, undesirable objects might appear along depth disconti-
nuities while randering. This approach can be employed in NPP
inspection video considering this limitation.

Texture-synthesis-based video super-resolution and dynamic
texture synthesis methods [13] are used to reconstruct the high-
resolution details of low-resolution videos. It improves the sub-
jective and objective visual consistency, so this method can also be
used in the NPP inspection video, but if the texture has persistent
motions, this method is less successful in capturing the motion
patterns.

Stereo matching, adaptive overlapped block motion compen-
sation, disparity compensation, and motion compensation tech-
niques [14] are used in those videos which have been obtained by
superresolving low spatial resolution, high frame rate video with
high spatial resolution, low frame rate video to estimate the
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missing low-resolution frames. These techniques provide both
subjective and objective qualities of a mixed spatiotemporal
superresolution approach and can be used in NPP inspection
videos.

To fill the hole and provide better results than conventional
methods, the two-step motion propagation method, pixel assign-
ment optimization based on Markov random field, and illumination
adjusting approaches [15] are used, and will be applicable in NPP
inspection video taking into account the computational complexity.

The optical flow estimation, multi-step integration, and statis-
tical selection approaches [16] are utilised for low frame rate videos
to reduce complexity while improving the accuracy of missing
frame estimation, and this technique is suitable for NPP inspection
videos.

The twist-tensor nuclear norm technique [17] is utilised if the
NPP inspection video has sparse information about the content in
the frame. This method provides a better estimate for panning
video, but it provides less accurate results for stationary surveil-
lance video.

For free view point video and multi-view video coding, the
Gaussian mixture model and adaptive weighted average of the
pixels [18] are employed. It improves the PSNR significantly and can
be used in the NPP inspection video.

To estimate the missing video frames, techniques such as prin-
cipal component analysis (PCA), low-rank matrix estimator, and
weighted total variation framework [19] are utilised, and similar
techniques can also be applied for NPP inspection video.

Motion guided filter and deep convolution neural network al-
gorithms [20] are utilised for crowd counting and estimating miss
detections. These techniques will work for NPP inspection videos as
well.

Frame interpolation, deep learning algorithms, and occulusion-
aware network approaches [21] are utilised for high-resolution
videos with an extremely high frame rate and perform better for
both synthetic and real videos. If the auxiliary frames are taken at a
very low resolution, these methods will not work. These strategies
can be employed in NPP inspection videos, taking into account their
benefits and limits.

5. Findings

In this section, we discuss the significant outcomes of the
different kinds of literature related to the missing video frame
estimation included for the study in this paper. Mainly, in our study,
we have observed the different techniques which are used to
recover the missing video frames and its suitability to apply these
techniques on NPP's inspection video as: The hybrid motion esti-
mation technique gives a better estimate of motion vectors but has
more computational complexity than conventional methods and a
major challenge is to select the accurate threshold value, and
another technique that does not use the motion estimation tech-
nique is the modified content-adaptive vertical temporal filtering
has low complexity. Some deep learning techniques with frame
interpolation are used on the synthetic as well as on the real video
which also gives a good result for missing frame interpolation.
Motion guided filter with a deep convolution neural network is also
used to overcome the limitations of the pedestrian detector in
terms of crowd counting in low to medium density videos. Some
other technique like principal component analysis with low-rank
matrix estimator performs well for foreground and background
estimation. Optical flow estimation technique with, multi-step
integration and statistical selection is used to reduce the
complexity and improve the accuracy. Texture-synthesis-based
video super-resolution and dynamic texture synthesis give better
results in terms of objective and subjective visual consistency.
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Frame-based recovery methods restore the fragmented video files
successfully, regardless of the amount of fragmentation. Most video
material in non-overwritten segments of video files can be recov-
ered using this technique. A cross-layer optimization approach for
the H.264/AVC scalable extension ensures low computational cost
since it bypasses highly complex pixel-level motion compensation
operations. For such videos containing unstable motion and lumi-
nance, the motion completion and frame completion methods are
used. Markov random field for pixels assighment optimization is
used for two-step motion propagation which is useful in terms of
keeping the completed background spatio-temporally coherent,
and completing video backgrounds with significant depth discon-
tinuity, and maintaining consistent illumination in the completed
field. The non-local kernel regression technique used provides
more robust image estimation, and the algorithm is used to restore
different images and videos.

6. Conclusion and future research

In this paper, we studied various methods for estimating the
missing frames in videos. We conducted an overall study on the
available techniques to recover the missing/damaged frames and its
suitability to use in NPP's inspection video. Each has its own set of
benefits and drawbacks that are identified. This paper gives an
overview of different techniques to estimate the missing video
frames and its suitability to use in NPP's inspection video, which
may arise from different reasons, either it may corrupt while
transmitting it over a channel during the streaming or the frames
may degrade in any recorded video. The work would be very useful
as a benchmark to the future researchers in this field and also to the
NPP practitioners. In the future, we shall develop a more robust
technique to estimate the missing video frames which can over-
come the exiting limitations and has low computational complexity
and minimum artifacts.
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