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a b s t r a c t

Cast austenitic stainless steels (CASSs) are widely used as structural materials in the nuclear industry. The
main drawback of CASSs is the reduction in fracture toughness due to long-term exposure to operating
environment. Even though ultrasonic non-destructive testing has been conducted in major nuclear
components and pipes, the detection of cracks is difficult due to the scattering and attenuation of ul-
trasonic waves by the coarse grains and the inhomogeneity of CASS materials. In this study, the ultrasonic
signals measured in thermally aged CASS were discriminated for the first time with the simple ultrasonic
technique (UT) and machine learning (ML) models. Several different ML models, specifically the K-
nearest neighbors (KNN), Support Vector Machine (SVM), and Multi-Layer Perceptron (MLP) models,
were used to classify the ultrasonic signals as thermal aging condition of CASS specimens. We identified
that the ML models can predict the category of ultrasonic signals effectively according to the aging
condition.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Cast austenitic stainless steels (CASSs) are austenitic stainless
steels manufactured by the casting method. CASS materials are
widely used in the nuclear industry because they can handle
complicatedly-shaped and large-sized components with high
strength, good weldability, and better stress corrosion cracking
resistance [1e6]. Despite various advantages, CASS has a critical
drawback of being vulnerable to thermal aging degradation (i.e.
embrittlement) during the long-term exposure to operating tem-
peratures of nuclear power plants (NPPs). The d-ferrite of CASS
generated during the casting process is in thermodynamically non-
equilibrium state, and detrimental microstructure evolution could
occur during the operation of NPPs, leading to decreased ductility,
toughness, and fracture resistance [5]. It has been reported that the
main causes of this of CASS are the Cr-rich a0-phase formed by the
spinodal decomposition in d-ferrite or the precipitation of G-phase
and M23C6 carbide at the ferrite-austenite phase boundary [1,2].
Recently, studies have been conducted in order to elucidate the
thermal aging mechanism with the comparison of the nano-scale
by Elsevier Korea LLC. This is an
microstructure and mechanical properties of CASS [3e6].
Components and piping materials in NPPs are exposed to the

harsh environment of high temperature, pressure, and radiation,
which leading to degradation of the materials. For the safety of
NPPs, maintaining the integrity of thesematerials is critical because
the integrity of materials play an important role in preventing the
leakage of harmful radioactive materials to the environment. It is
required that NPPs are subjected to the in-service inspection to
detect the cracks which can cause leakage of coolant during oper-
ating of NPPs. Among the various non-destructive evaluation (NDE)
techniques for the in-service inspection, ultrasonic testing (UT) is
widely used because it can check the internal cracks of components
and piping of NPPs effectively.

Recently, artificial intelligence (AI)-related techniques have
been applied rapidly in researches on NDE [7e9]. In a few of these
researches, machine learning (ML) techniques have been applied to
study the damage and crack evaluation of materials. For example,
A.R. Jac Fredo et al. classified the digital images of damage to surface
of composite materials using support vector machine (SVM) clas-
sifier, and the classification accuracy was 96.6% [10]. W. Choi et al.
conducted a study to classify the digital images of surface of the
boiler tube as degree of material degradation using deep convolu-
tional neural network with image processing techniques, and the
classification accuracy of this network for predictionwasmore than
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Table 2
d-ferrite content of CF8M in the as-cast condition [2].

Grade FN STDEV(FN) vol% STDEV(vol%)

CF8M 4.9 0.52 5.6 0.60
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99% [11]. N. Munir et al. applied the deep neural network to classify
the ultrasonic signals of weld defects [12,13]. The network can
classify the signals of defect with high accuracy and, the perfor-
mance of network was improved by removing the noise using an
autoencoder model [13].

The fracture toughness and the cracking resistance of CASS
decreased by thermal aging, which may lead to cracking and
leakage of coolant accidents. So, the NDE of CASS is essential for
keeping the integrity of material. In general, the UT, one of the NDE
techniques, was applied to evaluate the internal flaws in compo-
nent and piping. The pulse-echo and time of flight diffraction
methods were generally used to check the flaws with amplitude
measurement of ultrasonic signal reflected and tip diffraction
signal from flaws in material. However, it is difficult to detect flaw
indications using ultrasonic techniques in CASS because of the high
scattering and attenuation of ultrasonic waves induced by the
inherently coarse-grained and inhomogeneous microstructure
[14e16]. These scattering and attenuation of ultrasonic wave are
the main causes of low probability of detection in NDE of CASS.
Moreover, the small peak-to-peak (PtoP) amplitude of signals give
poor discrimination for the human eye, leading to human error
with missing the cracks.

Most conventional UT is focused on the crack or flaw detection,
however, we tried to apply the ultrasonic technique to detect the
degree of material degradation. Detecting the material degradation
is in order to prevent the drastic fracture of materials having low
fracture toughness such as CASS. In previous study, P. Majumdar
et al. measured the elastic modulus of biomedical titanium alloys
by ultrasonic technique and compared with nano-indentation data
and microstructure images [17]. Also, our previous study for
checking the materials degradation of CASS was conducted using
the nonlinear ultrasonic technique (NUT) [18]. The nonlinear ul-
trasonic technique is one of the promising way to identify the
material characteristics, which can discriminate the change of
material by the distortion of ultrasonic wave. However, the NUT
needs the elaborate experimental setup and complicated signal
processing. Meanwhile, in this study, the relatively simple ultra-
sonic technique with ML was applied to detect and predict the
category of ultrasonic signals as the degree of material degradation.

In Section 2, the material information, measurement procedures
of ultrasonic waves, and preprocessing method and ML models for
UT signals are described. Section 3 introduces the classification and
prediction results by the ML models and discussion of the results.
Lastly, a summary and conclusions are provided in Section 4.
Table 3
Conditions of thermal aging.

Specimen No. Aging condition

Temperature Time

1 As-cast 0 h
2 290 �C 10,000 h
3 330 �C
4 360 �C
5 400 �C
2. Material and measurement

2.1. Material

The grade of the CASS material used in the study is CF8M. The
chemical composition and delta ferrite content of CF8M are shown
in Tables 1 and 2, respectively. The chemical composition of the
material complied with ASTM A351 CF8M [19], and the material
was made by the static casting method. These specimens were
provided after thermal aging and the Charpy impact test by the
Pacific Northwest National Laboratory (PNNL) in the U.S. [2], which
is a part of the Program for Investigation of NDE by International
Collaboration (PIONIC). Five CF8M specimens are prepared with the
Table 1
Chemical composition; amounts are given in wt% for the main alloy elements and in pp

Grade Fe Cr Ni Mn Mo

CF8M Bal. 18.52 10.38 0.65 2.33
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same width and depth (10 mm � 10 mm). The thermal aging
conditions of specimens are provided in Table 3. The aging tem-
peratures were 290 �C, 330 �C, 360 �C, and 400 �C and the aging
time was 10,000 h for all specimens. It was confirmed that the
specimens experience signification reduction of impact energy in a
previous study [2]. Also, the maximum aging conditions of 400 �C
and 10,000 h are sufficient to cause the significant spinodal
decomposition of CF8M, as determined by a microstructure anal-
ysis [2,3]. In order to verify the embrittlement of CASS by spinodal
decomposition, the micro-hardness in ferrite and austenite phase
was measured. A Vickers hardness tester (Wolpert Wilson In-
struments) was used to measure the micro-hardness in ferrite with
load condition of 10 g and dwell time of 10 s. We measured three
points in ferrite phase and averaged. As shown in Fig. 1, the hard-
ness of ferrite phase increased with the degree of thermal aging,
while those of austenite phase did not changed remarkably.

2.2. Measurement of ultrasonic waves

Fig. 2 shows the experimental setup to measure the ultrasonic
waves with the pulse-echo technique at one side of the specimen
along the thickness of 10 mm. The ultrasonic waves are generated
by a Pulser/Receiver (JSR, DPR300) and the ultrasonic transducer of
0.25” diameter with couplant gel. The center frequency of trans-
ducer is 10 MHz. The waves were visualized and collected by an
oscilloscope (LeCroy, HDO4034A) with fixed gain of 16 dB of
receiver.

The number of measured ultrasonic signals for each aging
condition is 25 as shown in Fig. 3, therefore, 125 signals were
collected as the raw signals. For each signal, 200,002 points were
recorded during 20 ms, which is the sample rate of 10 GS/s (giga-
samples per second). The amplitudes of signals were expressed in
units of voltage in the oscilloscope. The measurement locations
were randomly chosen in each sample within a horizontal range of
±5 mm at the center of the specimen. The measured signals thus
show slight differences of amplitude and phase even in the same
specimen. This method was applied to obtain various signals from
the same specimen for reflecting the shape change of signals ac-
cording to the measurement position, which uncertainties in
locationwere intentionally introduced in order to avoid overfitting.
That is, if the signals were used from the only specific location, the
m for C, S, O, and N [2].

Si Cu C S O N

1.02 0.33 433 243 207 1020



Fig. 1. Hardness of ferrite and austenite phase.

Fig. 2. Schematic diagram of ultrasonic experimental setup.

Fig. 3. Ultrasonic waves according to the aging conditions ((a) as-cast, (b) 290�C-10 kh,
(c) 330�C-10 kh, (d) 360�C-10 kh, (e) 400�C-10 kh)

Fig. 4. Ultrasonic signals with respect to the range and aging condition.
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ML systemwould not classify the signals of other location correctly
even in the same specimen.

2.3. Pre-processing of ultrasonic signals

It is important to properly process the input data for an efficient
ML analysis. In this study, the collected raw UT signals were down-
sampled while minimizing the loss of original information. If the
ML analysis were performed using the raw signals of 200,002
points, it would be inefficient because the computation time for
learning would be too long. Therefore, it was down-sampled to
20,000 points, which is 1/10 of the raw signals. This level yields
about 1 GS/s sampling performance, which is sufficient to represent
the information of signals by the 10 MHz transducer. When the ML
system performed classification, time information was not essen-
tial, and hence it was used only the amplitude value assigned to
each point. In Fig. 4, the range of signals for ML analysis is chosen
from the 2000th point up to the 11,000th point of the down-
sampled data, which includes 1st-3rd reflection signals from back
of the sample. The front parts (data point range of 0e2000) of
signals were excluded to remove the part of signals caused by
coupling effect of transducer-material and augment the signals
with phase shift of X-axis. This is the total range (TR) of signals for
ML analysis in this study.

The TR is divided into three sub parts with every 3000 points,
such that each part contains one reflection signal; Range 1, Range 2,
and Range 3, as described in Fig. 4. The reason for dividing the range
is to check the impacts of major information of signals such as PtoP
Fig. 5. Example of augmented signals of TR with phase shifting.



Fig. 6. Conceptual diagrams of ML models ((a) KNN, (b) SVM, (c) MLP).
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amplitude on the classification performance when the trained
models classify the test data. That is, although the signals may have
relatively smaller amplitude like Range 3, which would be difficult
to classify by human eye, we would like to check whether the ML
models can classify the signals effectively according to the aging
conditions. The average values of the PtoP amplitude of 125 signals
in Range 1, Range 2, Range 3 are 1.743 V, 0.4676 V, and 0.1499 V. In
Range 3, the PtoP amplitude is relatively small. In particular, in the
cases of No.2 (290�C-10 kh) and No.5 (400�C-10 kh) specimens, the
negligible reflected signal can be seen.

To augment the number of training and test samples, the phase
shifting of the signals was applied [9]. In this study, the phase of the
original signals of each range was shifted every 100 points from
minimum of �500 points to maximum of þ500 points, so the one
signal was augmented to 11 signals. The results of augmentation to
the TR are given in Fig. 5. Considering that the total number of data
points is 20,000, a maximumphase difference is 5% (1000 points) of
down-sampled signals. Finally, the down-sampled signals were
augmented from 125 signals to 1375 signals to each ranges, so the
four datasets (TR, Range 1, Range 2, Range 3) were prepared. All
datasets were split into training datasets of 825 signals (60%) and
test datasets of 550 signals (40%). All data were processed using the
Standard Scaler, which is one of the calculation modules for stan-
dardization in Scikit-learn [20].
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2.4. Machine learning models

Three classification models were used: K-nearest Neighbors
(KNN) [21], Support VectorMachine (SVM) [22,23], andMulti-Layer
Perceptron (MLP) [24e26]. These models were operated in Scikit-
learn with default settings [27]. Conceptual diagrams of ML
models are shown in Fig. 6.
2.4.1. K-nearest neighbors
KNN is the one of the fundamental classification models. It is

based on the Euclidean distance between a test sample and the
training samples as shown in Fig. 6a [21]. KNN can decide the class of
test sample by the nearest neighbor's class of training sample. The
value of n_neighbors was set 5, which means that the test data are
classified using the 5 nearest data around the test data of one feature.
2.4.2. Support vector machine
SVM is a ML model to solve the two-class problems by hyper-

plane and support vector as shown in Fig. 6b [22]. We set the
regularization parameter C of 1.0 which is inversely proportional to
the strength of the regularization. As increasing the strength of
regularization, the model tries to focus not individual datum but
the trend of data distribution. The kernel of SVCwas the radial basis
functional kernel (RBF) for performing the nonlinear classification.
The decision function shapewas set the one-vs-one (ovo), therefore
10 classifiers are constructed in this study [23].
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2.4.3. Multi-Layer Perceptron
MLP network is a basic neural network composed of N-dimen-

sional input andM-dimensional output with a hidden layer and the
use of the back propagation learningmodel as shown in Fig. 6c [24].
We used a single layer network with 100 nodes. The activation
function of model is Rectified Linear Unit (ReLU) [25], and Adam
optimizer was applied in this model [26].
3. Results and discussion

In order to check the classification performance of the ML
models, we analyzed the accuracy of the ML model using training
and test datasets. The accuracy is the rate of the number of correctly
predicted samples out of all the samples [28]. For the training
datasets of 825 signals, we identified the accuracy of ML models by
the cross-validation (CV). The CV is a resampling method to data-
sets that uses multiple training and validation sets, and it is applied
to describe the classification performance of MLmodels [29]. In this
study, the ten-fold CV was conducted as shown in Fig. 7. The
average accuracies and standard deviation by CV are shown in
Table 4 and Fig. 8.

Even with the standard deviation, the results showed that the
classification accuracies of ML models were above 95%. It means
that the ML models can classify the signals of thermally aged CASS
specimens accurately according to the aging condition. In the case
of Range 1, which have the highest PtoP amplitudes among the
signals, the classification accuracies are relatively high compared to
other ranges. In this case, SVM, KNN, and MLP show good classifi-
cation performance in the order. For the SVM, the standard devia-
tion is 0, which shows the best validation results. However, in
Range 2 and Range 3 where the PtoP value is not large, the classi-
fication performance of both KNN and SVM decreased and the
standard deviation of accuracies increased significantly. Mean-
while, for Range 2 and Range 3, the MLP performance was the best.
The MLP results showed relatively similar performance with Range
Fig. 7. Conceptual diagram of cross-validation with 10 folds of training datasets.
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1, Range 2 and Range 3, which indicates that the signals for each
aged condition could be well classified regardless of the amplitude
differences. In particular, the signals of Range 3 can be classified
with the accuracy of above 97% through the MLP despite the very
small PtoP amplitude.

Another performance validation was attempted with a test
datasets of 550 signals which was never used in training. These
signals are arbitrarily taken from augmented signals (1375 signals),
and the number of signals for each class is randomly distributed.
The accuracy results of the ML models to the test datasets are
shown in Table 5 and Fig. 9.

Like the CV results, the accuracies to test dataset was as high as
96% or more for all ranges. For the TR and Range 1, KNN predicted
themwith 100% accuracy. It was also confirmed that the accuracy of
SVM and MLP was more than 99%. However, in Ranges 2 and 3, the
performances of MLmodels decreased slightly, and for the KNN, the
greatest performance reduction was seen among the models. For
the signals having differences clearly such as total and range 1, the
KNN model shows good performance to predict the data using the
distance from the learned data nearby, however, it was identified
that the KNNmodel has poor performance for signals having subtle
changes. Although these reduction of performance, the accuracies
of three models were above 96%. The accuracy of the test datasets
has a limitation to represent the performance of the system
because it is a result obtained from the test dataset of ranges as one
dataset. Nonetheless, it is meaningful to evaluate the prediction
performance of the ML model with dataset not used for training.
Fig. 10e13 show the confusion matrix of the test dataset according
to the ranges, which were drawn by Scikit-learn [21,30]. The
confusionmatrices provide detailed results that theMLmodels had
predicted the data. The values in the confusion matrix are the
number of signals for each class and the values of diagonal terms
indicate the number of correctly predicted signals.

In order to verify the test dataset with another approach, the F-1
score was calculated. The F-1 score is the harmonic mean of recall
and precision, as defined in equations (1-3) [31]. When the number
of signals of each class is not balanced in the dataset, the F-1 score is
useful to evaluate the performance of prediction. The F-1 scores of
ML models are shown in Table 6. All the models show the high F-1
score close to the 1.0 in prediction the signals of thermally aged
specimens. In Range 2 and 3, it is identified that the prediction
performance of KNN and SVM slightly decreased.

F� 1 score¼2� precision� recall
precisionþ recall

(1)

precision¼ True Positive
True Positiveþ False Positive

(2)

recall¼ True Positive
True Positiveþ False Negative

(3)

In summary, all three models showed excellent classification



Table 4
Average accuracy and standard deviation by CV for training dataset.

Models Average Accuracy Standard Deviation

TR Range 1 Range 2 Range 3 TR Range 1 Range 2 Range 3

KNN 0.9976 0.9988 0.9818 0.9660 0.0048 0.0036 0.0125 0.0152
SVM 1 1 0.9830 0.9758 0 0 0.0181 0.0152
MLP 0.9915 0.9927 0.9818 0.9842 0.0077 0.0124 0.0136 0.0134

Fig. 8. Accuracies of ML models to the training dataset by cross-validation ((a) KNN, (b) SVM, (c) MLP).

Table 5
Accuracy of classification to test dataset.

Models TR Range 1 Range 2 Range 3

KNN 1 1 0.9982 0.9636
SVM 0.9982 0.9964 0.9836 0.9836
MLP 0.9909 0.9964 0.9927 0.9854

Fig. 9. Accuracies of ML models to the test dataset.

Fig. 10. Confusion matrix to the test datas
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and prediction performance of above 95%. Through these results,
the feasibility of prediction for detecting the degree of thermal
aging of CASS was confirmed using the ultrasonic signals and ML
models. The KNN and SVM showed better performance than MLP
when the signals (TR & Range 1) have larger PtoP amplitude than
Range 2 and 3, whereas the MLP was useful for classifying signals
(Range 3) whose PtoP amplitude is smaller than those of others.
Previously, the subtle microstructure changes due to thermal aging
in CASS can be identified using transmission electron microscope
with nano-scale resolution [3,6]. It is possible that these subtle
changes may distort the UT signals slightly, though they could not
be distinguished by human eye. However, considering the classi-
fication results of Range 3 signals, the ML models can classify the
subtle difference of signals very well. Especially, the MLP series
models appeared to be more suitable to evaluate and classify the
slight change in ultrasonic signals by thermal aging.

In the CASS materials, the shape of ultrasonic signals was
affected significantly due to the high scattering and attenuation by
inherent coarse grains. The degree of these effects is irregular and
unpredictable because of the complexity of microstructure. In
addition, the subtle changes of signals are caused by thermal aging
et of TR ((a) KNN, (b) SVM, (c) MLP).



Fig. 11. Confusion matrix to the test dataset of Range 1 ((a) KNN, (b) SVM, (c) MLP).

Fig. 12. Confusion matrix to the test dataset of Range 2 ((a) KNN, (b) SVM, (c) MLP).

Fig. 13. Confusion matrix to the test dataset of Range 3 ((a) KNN, (b) SVM, (c) MLP).

Table 6
F-1 scores of ML models.

Total Range 1 Range 2 Range 3

KNN 1 1 1 0.96
SVM 1 1 0.98 0.98
MLP 0.99 0.99 0.99 0.99

J.-G. Kim, C. Jang and S.-S. Kang Nuclear Engineering and Technology 54 (2022) 1167e1174
mechanism, which are very difficult to distinguish by conventional
UT. Under these limitations, the results show that the ML models
have potential to discriminate the subtle change of UT signals. On
the other hand, it appears that an interpretable ML model is
necessary in order to investigate the correlation between the
change in the microstructure and in the ultrasonic signal with
respect to the degree of thermal aging.
1173
4. Conclusions

In this study, ML models were applied for the first time to
classify and predict the ultrasonic signals as degree of thermal
aging of CASS used in NPPs. The ultrasonic signals obtained from
the thermally aged CASS specimens were effectively classified and
predicted with an accuracy of above 95% using ML models. This
shows the possibility of classifying and predicting the CASS thermal
aging phenomenon using NDE techniques. To verify the accuracy of
the ML models, quantitative comparisons were performed using
cross-validation and F-1 score. For signals having large PtoP
amplitude, KNN and SVM showed higher classification perfor-
mance than MLP, while for signals having small PtoP amplitu-
de,MLP showed better performance. Though the microstructure
changes due to thermal aging were expected to be very subtle, and
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the changes in the ultrasonic signals would be slight, it was shown
that the MLPmodel could accurately classify and predict the signals
of thermally aged CASS materials.
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