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a b s t r a c t

Human failure event (HFE) dependency analysis is a part of human reliability analysis (HRA). For efficient
HFE dependency analysis, a maximum number of minimal cut sets (MCSs) that have HFE combinations
are generated from the fault trees for the probabilistic safety assessment (PSA) of nuclear power plants
(NPPs). After collecting potential HFE combinations, dependency levels of subsequent HFEs on the
preceding HFEs in each MCS are analyzed and assigned as conditional probabilities. Then, HFE recovery is
performed to reflect these conditional probabilities in MCSs by modifying MCSs.

Inappropriate HFE dependency analysis and HFE recovery might lead to an inaccurate core damage
frequency (CDF). Using the above process, HFE recovery is performed on MCSs that are generated with a
non-zero truncation limit, where many MCSs that have HFE combinations are truncated. As a result, the
resultant CDF might be underestimated.

In this paper, a new method is suggested to incorporate HFE recovery into the MCS generation stage.
Compared to the current approach with a separate HFE recovery after MCS generation, this new method
can (1) reduce the total time and burden for MCS generation and HFE recovery, (2) prevent the trun-
cation of MCSs that have dependent HFEs, and (3) avoid CDF underestimation. This new method is a
simple but very effective means of performing MCS generation and HFE recovery simultaneously and
improving CDF accuracy. The effectiveness and strength of the newmethod are clearly demonstrated and
discussed with fault trees and HFE combinations that have joint probabilities.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

1.1. PSA quantification procedure

Probabilistic safety assessment (PSA) is performed to calculate
various risks of nuclear power plants (NPPs). The PSA quantification
procedure is depicted in Fig. 1. First, minimal cut sets (MCSs) are
generated by solving a fault tree [1,2]. Second, MCS recovery is
performed to delete nonsense MCSs that have impossible failure
combinations and to perform human failure event (HFE) recovery
[3,4]. Third, the core damage frequency (CDF) is calculated by the
min-cut-upper-bound (MCUB) from recovered MCSs [5].
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Alternatively, an accurate CDF for seismic PSA is calculated by
converting MCSs into a binary decision diagram (BDD) [5].
1.2. HFE dependency analysis

HFE dependency analysis is a part of human reliability analysis
(HRA), with the objective of determining the joint probabilities of
HFEs. Dependency levels of subsequent HFEs on the preceding HFEs
in each MCS are analyzed, and dependent human error probabili-
ties (HEPs) are determined for HFE recovery. This HFE dependency
analysis procedure is depicted in Fig. 2. HFE dependency analysis
consists of four activities: (1) collect HFE combinations, (2) analyze
dependent HFEs to determine dependency levels between subse-
quent and preceding HFEs, (3) regenerate MCSs, and (4) perform
HFE recovery. In this paper, HFE recovery is defined as MCS post-
processing for reflecting the dependent probabilities of HFEs in
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Fig. 1. PSA quantification procedure.

Fig. 2. HFE dependency analysis.
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MCS probabilities.
MCS is a minimal combination of initiating events, component

failures, and HFEs that leads to core damage of NPPs. HFEs in a
single MCS can be arranged in chronological order according to the
corresponding accident sequence. HFEs usually have a positive
dependency on their preceding HFEs. It is well known that CDF can
be underestimated if HFE dependency is ignored. On the other
hand, CDF is overestimated if complete HFE dependency is
assumed.

The accurate joint probability assignment of dependent HFEs is
a main concern of HFE dependency analysis. An illustration of the
joint probability of HFEs is given in Eq. (1).

pðH1H2Þ¼ pðH1ÞpðH2jH1Þ: (1)

Here, H1 and H2 are HFEs in chronological order. H1 is a preceding
HFE, and H2 is a subsequent HFE. The subsequent HFE has positive
dependency on the preceding HFE, as illustrated in Eq. (2).

PðH2jH1Þ � PðH2Þ: (2)

As shown in Eq. (3), if the nominal probabilities of p (H1) and p
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(H2) are used, many MCSs that have HFE combinations are trun-
cated during the MCS generation stage. In order to avoid this
truncation of valid MCSs, the nominal probabilities of p (H1) and p
(H2) are intentionally elevated to a certain value (often called “seed
value”) at the MCS generation stage, and the correct pðH1H2Þ is
reflected in the MCS probability during the HFE recovery stage.
Here, p(X) and p(Y) are probabilities of regular basic events X and Y
for component failures.

pðXÞpðYÞpðH1ÞpðH2Þ<MCStruncationlimit

<pðXÞpðYÞpðH1H2Þ: (3)
1.3. Difficulties in HFE dependency analysis

The difficulties of HFE dependency analysis in Fig. 2 are sum-
marized as follows:

1. Difficulty in collecting HFE combinations: The combinations of
HFEs may be collected by assigning very high HEPs to all HFEs
(such as 0.9 or 1.0), lowering the truncation limit as much as
possible, or using a combination of the two. In each of these
cases, it takes a very long time to solve the fault tree and
generate the MCSs. At the initial stage, HFE probabilities are
intentionally elevated to a high value, such as 0.9 or 1.0.

2. Difficulty in analyzing dependent HFEs: The number of HFE
combinations in calculated MCSs sometimes exceeds 10,000,
and the number of HFEs in a single MCS ranges from 1 to 10 in a
typical PSA. Since the number of HFE combinations is so large, it
is also a very complex task to analyze the dependencies of the
subsequent HFEs on the preceding HFEs.

3. Difficulty in regenerating MCSs: After assigning dependency
levels to the dependent HFEs, MCSs are recalculated with
elevated HEPs to avoid truncating MCSs that have HFEs that
would remain above truncation after the application of the de-
pendency rules.

4. Difficulty in performing HFE recovery: HFE recovery is repeat-
edly performed whenever MCSs are recalculated. HFE recovery
frequently takes longer than calculating the MCSs.
1.4. Objectives of this study

Generally, HFE recovery rules account for 50e90% of MCS re-
covery rules (see Table 1). In many cases, MCS recovery has somany
recovery rules that it takes much longer than MCS generation.
There is a significant opportunity for improvement in the quanti-
fication speed, if the HFE recoveries can be moved into the MCS
generation stage. Thus, there is a great need to incorporate HFE
recovery into the MCS generation stage. However, there has been
no breakthrough toward accomplishing this task, since the creation
of every HFE combination in MCSs with new basic events inside the
fault tree unimaginably increases the size and complexity of the
fault tree. This paper introduces the first logical method to incor-
porate HFE recovery into the MCS generation stage.

In order to minimize the third and fourth difficulties in Section
1.3, the first objective of this study is to incorporate HFE recovery
into the MCS generation stage. The second objective is to generate
MCSs without elevating HEPs and/or lowering the MCS truncation
limit. The third objective is to calculate a more accurate CDF by
accomplishing the first and second objectives.



Table 1
Various recovery rules for HFE recovery.

PSA tools HFE recovery rule to replace H1H2H3 with H123

SAPHIRE [4] if H1 *H2 *H3 then
CopyRoot;
DeleteEvent ¼ H1;
DeleteEvent ¼ H2;
DeleteEvent ¼ H3;
AddEvent ¼ H123;

endif
PHOENIX/QRECOVER [11] **REPLACE EVENTS**H123 0.2 T

H1 H2 H3
AIMS [12] Main fault tree has p (H123)

H1 H2 H3/H123
SAREX [13] H123 ¼ 0.2

H1 H2 H3 ¼ H123
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2. Typical HFE dependency analysis

2.1. Analyze dependent HFEs

The goal of HFE dependency analysis is to determine the level of
dependency in each HFE combination. The level of dependency can
be determined using a very sophisticated process considering
various human factors and performance shaping factors for HFEs
[6].

In a typical method [6], one of five dependency levels is assigned
to the subsequent HFE that is dependent on the preceding HFE:
zero dependency (ZD), low dependency (LD), moderate de-
pendency (MD), high dependency (HD), and complete dependency
(CD). After determining the dependency level, the dependent HEP
of the subsequent HFE is calculated by Eq. (4) [6e10].

PZD ¼ P0
PLD ¼ ð1þ 19� P0Þ=20
PMD ¼ ð1þ 6� P0Þ=7
PHD ¼ ð1þ P0Þ=2
PCD ¼ 1:0:

(4)

Here, P0 is a nominal HEP, and the probabilities on the left-hand
side in Eq. (4) denote dependent HEPs according to the de-
pendency level from ZD to CD.

MCSs that have HFEs are imported into a dedicated tool, such as
the EPRI HRA Calculator [9]. This tool arranges the HFE combina-
tions in MCSs in chronological order and assists the user in
assigning dependency levels to the subsequent HFEs. Generally,
dependency between chronological HFEs is analyzed with a HFE
dependency decision tree, as shown in Fig. 3. Using Eq. (4) and the
HFE dependency decision tree in Fig. 3, a conditional HEP, such as p
(H2jH1), is assigned, and p(H1H2) is calculated by p(H1)p(H1jH2).

Then, in the current approach, HFE recovery rules arewritten for
the PSA tools. PSA tools have their own specific recovery rules or
grammar for MCS recovery. Please note that HFE recovery is a major
part of MCS recovery. The HFE recovery rule formats of some PSA
tools are listed in Table 1. For one of the current commercial nuclear
power plants, PSA has more than 30,000 MCS recovery rules.
Because of this huge number of MCS recovery rules, MCS recovery
frequently takes longer than MCS generation.

2.2. Perform HFE recovery

Once the dependency levels among HFEs are determined, it is
necessary to replace dependent HFEs in a single MCS with new
HFEs that have dependent HEPs or replace the HFEs with a newHFE
that has joint probability of HFE combination. This is generally
performed by a specific tool [3].
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As shown in Eqs. (5) and (6), the first step of HFE recovery is to
replace dependent HFEs (H2 and H3) with new HFEs (H20 and H3’)
that have conditional probabilities in Eq. (7) or to replace the whole
HFE combination (H1H2H3) with a single HFE (H123) that has the
product of conditional probabilities in Eq. (8).

H1H2H3/H1H20H30 (5)

H1H2H3/H123; (6)

where

pðH20Þ ¼pðH2jH1Þ and pðH30Þ ¼pðH3jH1H2ÞzpðH3jH2Þ (7)

pðH123Þ¼pðH1ÞpðH2jH1ÞpðH3jH1H2Þ
zpðH1ÞpðH2jH1ÞpðH3jH2Þ: (8)

In order to avoid the underestimation of CDF, an unanalyzed HFE
combinations are treated conservatively. In the case where some of
the HFEs match a combination (H1H2H3), the probabilities of any
HFEs that are not part of the combination (H4H5) are set to 1.0.

H1H2H3H4H5/H123*H4H5 (9)

pðH4Þ¼pðH5Þ¼1: (10)

If no combination is matched, the first HFE has its nominal HEP,
and the others are set to 1.0. This example is shown in Eq. (11).

H1H4H5 where pðH1Þ < 1 and pðH4Þ¼pðH5Þ¼1: (11)

3. New HFE quantification method

The new HFE dependency analysis process suggested in this
paper is focused on (1) collecting a maximum number of HFE
combinations without lowering the MCS truncation limit and (2)
performing MCS generation and HFE post-processing simulta-
neously. Fig. 4 describes the details of the newmethod proposed in
this study. For a clear explanation of this new method, illustrations
are provided in Sections 4.1 and 4.2.

Fault tree analysis in PSA has two stages. First, MCSs are
generated from the fault tree. Second, MCS post-processing is
performed for reflecting joint HEPs in MCSs. The problem is that
many MCSs that have combinations of HFEs are truncated at the
first stage even with a low truncation limit. The procedure in Fig. 4
minimizes the truncation of MCSs that have combinations of HFEs.

The procedure in Fig. 4 can be summarized as follows. In Step 1,
HFE combinations and their joint HEPs that were generated by HFE
dependency analysis are inputs to the new procedure. In Step 2,
each HFE combination is defined as a new HFE combination event
that has a joint HEP. In Step 3, each HFE event in the fault tree is
replaced with Boolean OR combination of HFE combination events.
In Step 4, the fault tree that has regular basic events and HFE
combination events are solved and MCSs are generated. Detailed
illustrations and applications are provided in Section 4.

4. Application of new method

4.1. Application to simple fault tree A

The new method explained in Section 3 has been implemented
in Fault Tree Reliability Evaluation eXpert (FTREX) [1e3]. FTREX
generates a new fault tree f (X, C) by combining a given fault tree f
(X,H) and HFE combinations and generates MCSs without



Fig. 3. Dependency decision tree [9].

Fig. 4. New method to incorporate HFE recovery into MCS generation stage.
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employing HFE recovery using the new method in Section 3. The
new method with a fault tree is explained with an example in Eq.
(12):

CD ¼ G1 þ G2 þ G3 (12a)

G1 ¼ A * (B þ H1) (12b)
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G2 ¼ B * (C þ H2) (12c)

G3 ¼ C * D *H1 *H2. (12d)

(Step 1) The results of HFE dependency analysis such as joint HEPs
such as p (H1 *H2) in Eq. (13) are inputs to this procedure.
FTREX reads HFE combinations and their probabilities in
Eq. (13). Please note that the joint probability p (H1H2) is
much higher than p (H1) *p (H2).

p(H1) ¼ 0.2 (13a)

p(H2) ¼ 0.3 (13b)

p(H1 *H2) ¼ 0.1 (13c)

(Step 2) FTREX assigns combination events C1eC3 to the HFE
combinations in Eq. (14).

C1 ¼ H1 and p(C1) ¼ 0.2 (14a)

C2 ¼ H2 and p(C2) ¼ 0.3 (14b)

C3 ¼ H1 *H2 and p(C3) ¼ 0.1 (14c)

(Step 3) A special mapping between combination events C1eC3
and HFE combinations is drawn in Eq. (15). H1 is in com-
bination events C1 and C3, and H2 is in combination
events C2 and C3. Using this mapping information, FTREX
converts H1 and H2 events into logical OR gates in Eq. (15).

H1 ¼ C1 þ C3 (15a)
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H2 ¼ C2 þ C3. (15b)

(Step 4) FTREX combines the given fault tree in Eq. (12) and the
mapping information in Eq. (15) and solves the new fault
tree in Eq. (16). Please note that H1 and H2 are not events
but logical OR gates that have combination events C1eC3.

CD ¼ G1 þ G2 þ G3 (16a)

G1 ¼ A * (B þ H1) (16b)

G2 ¼ B * (C þ H2) (16c)

G3 ¼ C * D *H1 *H2 (16d)

H1 ¼ C1 þ C3 (16e)

H2 ¼ C2 þ C3, (16f)

where

P(C1) ¼ 0.2 (17a)

P(C2) ¼ 0.3 (17b)

P(C3) ¼ 0.1. (17c)

TheMCSs that are calculated from the fault tree in Eq. (16) are in
Eq. (18). It should be noted that the dependency between H1 and
H2 is inherently reflected in Eq. (18) using the combination event
C3 by assigning p (C3) ¼ p (H1*H2) in Eq. (14). The joint HEP of p
(H1*H2) is an input to this procedure. Without this new method,
MCSs that have H1*H2 might be truncated with a given truncation
limit. However, since p(C3) is larger than p(H1)*p(H2), MCSs that
have C3 are not truncated with the same truncation limit. There-
fore, there is no need to elevate H1 and H2 probabilities in the new
method. This gives a great advantage by saving calculation time for
generating MCSs and for performing HFE recovery.

CD¼A * Bþ B * Cþ A * (C1þ C3)þ B * (C2þ C3)þ C * D * (C3þ C1
*C2). (18)

Many HFE combinations, such as H1H2, are truncated in a usual
PSAwith a given truncation limit. However, as shown in Eq. (18), all
the intended HFE combinations {H1, H2, H1H2} are produced using
combination events C1, C2, and C3.

Multiple combination events in each MCS, such as C1 *C2 in Eq.
(19), can be optionally created or deleted during MCS generation by
the dedicated PSA tools. If a PSA analyst has confidence that all HFE
combinations are found and their joint probabilities are properly
assigned with a target truncation limit, there is no need to create
multiple combination events. On the other hand, these multiple
combination events can be optionally created to check if there are
missing HFE combinations in Eq. (13). It is one of themain strengths
of the new method.

CD (19a)

¼ A * B þ B * C þ A * (C1 þ C3) þ B * (C2 þ C3) þ C * D * (C3 þ C1
*C2) (19b)

¼ A * Bþ B * Cþ A * (H1þH1 *H2)þ B * (H2þH1 *H2)þ C *D *H1
*H2 (19c)
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¼ A * B þ B * C þ A * H1 þ B * H2 þ C * D *H1 *H2. (19d)

4.2. Application to simple fault tree B

FTREX combines a given fault tree and HFE combinations into a
new fault tree and generates MCSs without truncating HFE com-
binations. This is explained with another fault tree in Eq. (20).

CD ¼ %I * G1 *G2 *G3 (20a)

G1 ¼ A þ H1 (20b)

G2 ¼ B þ H2 (20c)

G3 ¼ (C þ H3)*(D þ H4). (20d)

(Step 1) The results of HFE dependency analysis such as joint HEPs
are inputs to this procedure. FTREX reads HFE probabilities
and combinations in the first column of Table 2.

(Step 2) FTREX assigns combination events C1eC15 to the HFE
combinations in the second column of Table 2.

(Step 3) Since H1 is in combination events C1, C5, C6, C7, C11, C12,
C13, and C15, FTREX converts H1 into logical OR gates, as
in Eq. (21). Similarly, H2, H3, and H4 are converted into
logical OR gates in Eq. (21).

H1 ¼ C1 þ C5 þ C6 þ C7 þ C11 þ C12 þ C13 þ C15 (21a)

H2 ¼ C2 þ C5 þ C8 þ C9 þ C11 þ C12 þ C14 þ C15 (21b)

H3 ¼ C3 þ C6 þ C8 þ C10 þ C11 þ C13 þ C14 þ C15 (21c)

H4 ¼ C4 þ C7 þ C9 þ C10 þ C12 þ C13 þ C14 þ C15. (21d)

(Step 4) FTREX solves a fault tree in Eq. (22) that is a combination
of Eqs. (20) and (21). Please note that H1eH4 are not
events but logical OR gates in Eq. (22) that have combi-
nation events C1eC15.

CD ¼ %I * G1 *G2 *G3 (22a)

G1 ¼ A þ H1 (22b)

G2 ¼ B þ H2 (22c)

G3 ¼ (C þ H3)*(D þ H4) (22d)

H1 ¼ C1 þ C5 þ C6 þ C7 þ C11 þ C12 þ C13 þ C15 (22e)

H2 ¼ C2 þ C5 þ C8 þ C9 þ C11 þ C12 þ C14 þ C15 (22f)

H3 ¼ C3 þ C6 þ C8 þ C10 þ C11 þ C13 þ C14 þ C15 (22g)

H4 ¼ C4 þ C7 þ C9 þ C10 þ C12 þ C13 þ C14 þ C15 (22h)

The MCSs of the fault tree in Eq. (20) are listed in the first col-
umn of Table 3. TheMCSs of the fault tree in Eq. (22) are listed in the
second column of Table 3. The first 16 MCSs in the first and second
columns in Table 3 show that the new method properly generates



Table 2
HFE combinations p (%I) ¼ p(H1) ¼ p(H2) ¼ p(H3) ¼ p(H4) ¼ 0.1.

HFE combinations HFE combinations mapped to combination events C1eC15

0.1H1 C1 0.1H1
0.1H2 C2 0.1H2
0.1H3 C3 0.1H3
0.1H4 C4 0.1H4
0.05H1 H2 C5 0.05H1 H2
0.05H1 H3 C6 0.05H1 H3
0.05H1 H4 C7 0.05H1 H4
0.05H2 H3 C8 0.05H2 H3
0.05H2 H4 C9 0.05H2 H4
0.05H3 H4 C10 0.05H3 H4
0.025H1 H2 H3 C11 0.025H1 H2 H3
0.025H1 H2 H4 C12 0.025H1 H2 H4
0.025H1 H3 H4 C13 0.025H1 H3 H4
0.025H2 H3 H4 C14 0.025H2 H3 H4
0.0125H1 H2 H3 H4 C15 0.0125H1 H2 H3 H4

(a) p(H1 H2 H3 H4) ¼ 0.0125.
(b) C15 ¼ H1 H2 H3 H4 and p(C15) ¼ 0.0125.

Table 4
Additional MCSs that have multiple combination events.

No. Additional MCSs from fault tree f (X,C) in Eq. (22)

17 2.50E-04 %I C1 C14
18 2.50E-04 %I C10C5
19 2.50E-04 %I C11C4
20 2.50E-04 %I C12C3
… …

84 1.25E-05 %I C5 C8 C9
85 1.00E-05 %I A B C3 C4
86 1.00E-05 %I A C C2 C4
… …

98 1.00E-05 %I C1 C2 C3 C4
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MCSs and accurately performs HFE recovery simultaneously. It
should be noted that all the MCSs in the first column are truncated
if the truncation limit is larger than 1.0E-5. However, in the new
method, none of the MCSs that have HFEs is truncated with the
truncation limit 1.0E-5. This is a great strength of the new method.

As mentioned in Section 4.1, multiple combination events in
each MCS can be optionally created or deleted during MCS gener-
ation by the dedicated PSA tools. If a PSA analyst has confidence
that all HFE combinations are found and their joint probabilities are
properly assigned with a target truncation limit, there is no need to
create multiple combination events.

The additional MCSs in Table 4 are optionally created by
allowing multiple combination events in each MCS. In many cases,
missing HFE combinations could be obtained from the additional
MCSs. This is an unexpected positive byproduct of the newmethod.
After finding missing HFE combinations, the MCSs in Table 4 are
subsumed and deleted by the MCSs in the second column of
Table 3.

If the last HFE combination of {H1 *H2 *H3 *H4} is missing
when collecting HFE combinations, this missing HFE combination
can be recovered from the 17th MCS in Table 4, since {C1 *C14} is
equal to {H1 *H2 *H3 *H4}.
4.3. Application to PSA fault tree

The newmethod is compared with current calculation methods
with a fault tree and HFE combinations in Table 5, which are from a
Table 3
Comparison of MCSs.

No. MCSs from fault tree f (X,H) in Eq. (20)

1 1.00E-05 %I H1 H2 H3 H4
2 1.00E-05 %I A H2 H3 H4
3 1.00E-05 %I B H1 H3 H4
4 1.00E-05 %I C H1 H2 H4
5 1.00E-05 %I D H1 H2 H3
6 1.00E-05 %I A B H3 H4
7 1.00E-05 %I A C H2 H4
8 1.00E-05 %I A D H2 H3
9 1.00E-05 %I B C H1 H4
10 1.00E-05 %I B D H1 H3
11 1.00E-05 %I C D H1 H2
12 1.00E-05 %I A B C H4
13 1.00E-05 %I A B D H3
14 1.00E-05 %I A C D H2
15 1.00E-05 %I B C D H1
16 1.00E-05 %I A B C D
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real PSA. The calculation results are summarized in Table 6. These
comparison results are summarized as follows. They show that the
new method is the most economical way to calculate an accurate
CDF.

1. (Case 1) MCSs are generated using the nominal HEP at the
normal truncation. Since nominal HEPs are used, many MCSs
that have HFE combinations are truncated. A significantly
underestimated CDF will be calculated after HFE recovery.

2. (Case 2) MCSs are generated using the HEP of Max(HEP, 0.1) and
then HFE recovery is performed. Many MCSs that have 2 to 5
HFEs are calculated. However, there is no confidence that the
resultant MCSs and HFE combinations will be identical to those
MCSs from fault tree f (X,C) in Eq. (22)

1.25E-03 %I C15
2.50E-04 %I A C14
2.50E-04 %I B C13
2.50E-04 %I C C12
2.50E-04 %I D C11
5.00E-05 %I A B C10
5.00E-05 %I A C C9
5.00E-05 %I A D C8
5.00E-05 %I B C C7
5.00E-05 %I B D C6
5.00E-05 %I C D C5
1.00E-05 %I A B C C4
1.00E-05 %I A B D C3
1.00E-05 %I A C D C2
1.00E-05 %I B C D C1
1.00E-05 %I A B C D



Table 5
Fault tree and HFE combinations.

Gates 3602
Events 6659
Complemented gates 130
Complemented events 1
Initiating events 105
HFEs 134
HFE combinationsa 1118

a HFE combinations in HFE recovery rules.

Table 6
Comparison of HFE combination calculations (truncation limit ¼ 1.0E-10).

Cases 1 2 3 4

HEPs Nominal Max (HEP, 0.1) Max (HEP, 0.5) New method

Run time 23 s. 84 s. 1125 s. 86 s.
MCSs 32,400 1,495,524 15,381,642 1,378,326
2 HFEsa 54 303 538 114
3 HFEsa 29 611 1752 140
4 HFEsa 1 398 1921 101
5 HFEsa 0 31 415 11
6 HFEsa 0 0 22 2
Total HFEsa 84 1343 4648 368

a HFE combinations in MCSs.

W.S. Jung, S.K. Park, J.E. Weglian et al. Nuclear Engineering and Technology 54 (2022) 110e116
of Case 4 after HFE recovery. Furthermore, HFE combinations
that have 6 HFEs are not calculated.

3. (Case 3) MCSs are generated using the HEP of Max (HEP, 0.5) and
then HFE recovery is performed. Many MCSs that have 2 to 6
HFEs are calculated. However, many unnecessary MCSs are
calculated, and most of them will be truncated after HFE re-
covery, and this greatly increases the calculation time. The total
number of HFE combinations is 4648 in Table 6, which is bigger
than 1118 in Table 5. However, unnecessaryMCSs that have 4648
HFE combinations will be truncated after HFE recovery.

4. (Case 4) MCSs are generated by the new method that is imple-
mented in FTREX. All HFE combinations are calculated, and
there is no need to perform additional HFE recovery, since MCS
generation and HFE recovery are performed simultaneously.

5. Conclusions

With current HFE recovery techniques, there is no certainty that
all possible HFE combinations are generated and dependencies
among HFEs are properly reflected. Furthermore, it takes a long
time to generate many MCSs with elevated HEPs and perform HFE
recovery in two steps. Accordingly, there has been a great need to
minimize the burden of HFE recovery by incorporating it into the
MCS generation stage.

By merging HFE recovery into MCS generation in this study,
there is no need to lower the truncation limit or to elevate HEPs
after developing HFE recovery rules. Therefore, this new method
drastically reduces the burden of MCS generation and HFE recovery.
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Furthermore, this new method minimizes the possibility of losing
HFE combinations when generating MCSs from the fault tree. Thus,
this new method improves CDF accuracy. The effectiveness and
strength of the new method were clearly demonstrated and dis-
cussed with simple fault trees.

This new method is simple but very effective for performing
MCS generation and HFE recovery simultaneously and improving
CDF accuracy. It is recommended that the new method be
employed for various PSAs and their applications, such as risk
monitors, for the fast and accurate calculation of CDF. Furthermore,
it can be implemented in various PSA tools, as it was implemented
in the fault tree solver FTREX [1e3].
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