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a b s t r a c t

The mass attenuation coefficient is the primary physical parameter to model narrow beam gamma-ray
attenuation. A new machine learning based approach is proposed to model gamma-ray shielding
behavior of composites alternative to theoretical calculations. Two fuzzy logic algorithms and a neural
network algorithm were trained and tested with different mixture ratios of vanadium slag/epoxy resin/
antimony in the 0.05 MeVe2 MeV energy range. Two of the algorithms showed excellent agreement
with testing data after optimizing adjustable parameters, with root mean squared error (RMSE) values
down to 0.0001. Those results are remarkable because mass attenuation coefficients are often presented
with four significant figures. Different training data sizes were tried to determine the least number of
data points required to train sufficient models. Data set size more than 1000 is seen to be required to
model in above 0.05 MeV energy. Below this energy, more data points with finer energy resolution might
be required. Neuro-fuzzy models were three times faster to train than neural network models, while
neural network models depicted low RMSE. Fuzzy logic algorithms are overlooked in complex function
approximation, yet grid partitioned fuzzy algorithms showed excellent calculation efficiency and good
convergence in predicting mass attenuation coefficient.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Radiation and matter interactions are complicated physical
processes. High energy photons (X-rays and gamma rays) interact
with matter via various mechanisms such as Rayleigh scattering,
Compton scattering, photoelectric absorption, pair production, and
nuclear field interactions. Mass attenuation coefficient (m/r) is a
widely used and essential photon atomic parameter for medical
imaging departments, nuclear power plants, industrial irradiation
rooms, and X-ray crystallography [1]. That parameter encompasses
complicated physical mechanisms all at once. As the photon im-
aging and irradiating industry got sophisticated, more precise
knowledge of the m/r values is on demand. Since the significant
increase in high energy photon radiation usage added to naturally
occurring cosmic rays and gamma-emissions, there have been
extensive tables of m/r values, experimentally at first and
iz.edu.tr (O. _Içelli).

by Elsevier Korea LLC. This is an
theoretically later [2]. The experimental results are not satisfactory
for every energy range, and different material types and the in-
crease of materials at an unprecedented pace made this task futile.
Monte Carlo simulations are also used in determining m/r for spe-
cific material types, but they may require high processor hours
[3,4]. When doing the theoretical calculations, although the un-
derlying principles are known, it is generally hard to find an exact
solution to real physical systems. Approximate methods are
employed to overcome this obstacle. Most sophisticated approxi-
mate methods themselves can be of great complexity and may
require intense calculations for valid results. For instance, the
XCOM program of the National Institute of Standards and Tech-
nology [5] provides widely trusted and rather accurate cross-
sections, calculated theoretically and semi-empirical corrections
to some values. In the XCOM database, to determine the Compton
process's contribution to m/r, the famous Klein-Nishina formula
and a non-relativistic scattering function S (Z,x) are used [6,7]. In
this approach, photons are treated as particles instead of the S-
matrix approach, where photons are an excitation in the electro-
magnetic field [8].
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Table 1
Chemical composition of constituent compounds.

Vanadium Slag Epoxy Resin

V 0.0572 C 0.7564
Fe 0.2863 H 0.1245
Si 0.0789 O 0.0865
Ti 0.0654 N 0.0326
Mn 0.0618 Antimony Trioxide
Cr 0.0333 Sb 0.8354
Mg 0.0170 O 0.1646
Ca 0.0151
Al 0.0150
O 0.3700
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Another feature of the current methods (XCOM andMonte Carlo
Simulations) is that they depend on the elemental content of the
compounds and mixtures. However, materials in the industry often
come as metal oxides and complex chemical compositions of
organic materials. Moreover, their mixtures may have a compli-
cated chemical profile. To determine the desired m/r of those type of
mixtures and composite materials require a continuum of known
material mix ratios [7]. The machine learning (ML) approach was
proposed for the optimization of m/r values. A suitable composite
material from our former study was chosen to illustrate our
intended result [9]. Vanadium slag/epoxy resin/antimony oxide has
already been evaluated as an excellent high-energy-photon
shielding material, and varying ratios of constituents were evalu-
ated. This time, we will try to achieve similar results with several
machine learning algorithms.

Machine learning algorithms are currently being used in every
field, from particle physics to analyzing and predicting human
behavior to optimizing transfer routes, whenever modeling com-
plex data is required [10e12]. They are quite useful in non-linear
regression and can model any curve in theory. In this study, some
of the well-known methods for being efficient are utilized. Which
are: adaptive neuro-fuzzy fuzzy logic (NF) models [13], with two
different input partitioning algorithms, first one is grid partitioning
(GP) and the second one being subtractive clustering (SC) and feed-
forward artificial neural network models (ANN) [14,15], with
training algorithm Levenberg-Marquardt (LM) backpropagation. In
the literature there have been numerous applications to model
materials’ different physical properties, and nuclear engineering
materials are not exceptions [16e21].

Here, it would be appropriate to give a brief literature review.
In their study, Ref [17] used fuzzy logic to predict m/r values of

concretes, where they specified membership functions manually
and not algorithmically. Ref [18] studied neutron activation analysis
with neural networks to determine the optimum mixture ratio in
cement. They had limited experimental data, with 29 data points, in
which the models were overfitted the data. Ref [19] studied
gamma-ray build up factors for composites with similarly sized
data to our study. Ref [20] used artificial neural networks to predict
m/r of minerals with varying thicknesses and wide energy. They
reported remarkable agreement with ANN predictions and simu-
lation results. Ref [21] used ANN to optimize the mixture ratio in
terms of neutron shielding and compressive strength.

Former studies generally emphasized the physical mechanisms
with limited data and generally used neural network structures.
Fuzzy logic algorithms are lately overlooked in the mathematical
analysis compared to more recent methods. We, however, concur
that area expertise along with machine learning may produce good
results. This study seeks to compare the training algorithms' effi-
ciency to model physical phenomenon, i.e., m/r. The main goal is to
find the most efficient one among the studied algorithms to
determine radiation shielding parameters.

The three algorithms were trained by changing the number of
randomly chosen data and tested with the remaining data points.
Each algorithm was first optimized by trying out different adjust-
able parameters. Afterward, the results of the three algorithms
were evaluated and compared in error performance and computer
time efficiency with each other. Each code was accounted for the
computer elapsed time. Each code was repeated 100 times to
reduce the statistical fluctuations within the algorithms' errors and
times elapsed.

Former studies relied on limited data sets and a narrower en-
ergy range. An extensive data set is used to model radiation and
matter interaction with different machine learning algorithms and
compared with theoretical values. For the first time, a comparative
study of different algorithms is presented, reducing errors down to
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0.0001. Hence, this study showsMLmethods' applicability tomodel
m/r for the composite family vanadium slag/antimony trioxide/
epoxy resin. Fuzzy logic models trained with GP and SC and ANN
trained with LM algorithmwere first optimized to produce reliable
models. Later each algorithm was compared with each other in
terms of computing time and error rates. This study is a step into
determining more accurate m/r data with a machine learning based
approach.
2. Materials and methods

2.1. Materials

Vanadium slag is a by-product of the steel industry and is
composed of various metal oxides. Epoxy resin is a well-known and
widespread organic compound that is generally used as an adhe-
sive on composites. Mixing vanadium slag and epoxy aims to make
a strong, durable, lightweight composite and good radiation
shielding. Antimony trioxide is used as a flame retardant additive in
industry and enhances the shielding behavior of materials due to
the high atomic number of antimony. The addition is expected to
increase flame retardant ability and shielding ability. The chemical
composition of the vanadium slag, epoxy resin, and antimony
trioxide is given in Table 1. The used mixture ratios of the three
constituents determine the physical properties of the end product.
The mixture ratios and more details can be found elsewhere [9].
2.2. Mass attenuation coefficient

The mass attenuation coefficient is an essential parameter to
know about photon matter interactions. It is independent of the
physical state and the density of the medium. The mass attenuation
coefficient can be determined via two different approaches [22].
One approach stems from experimental setups in which gamma-
ray photons are assumed to obey the Lambert-Beer law for ho-
mogenous medium given in equation (1).

IðtÞ¼ I0e
�ðm=rÞt (1)

In equation (1), t represents the mass thickness of the material;
I0 is the incoming beam intensity, and I(t) is the reduced intensity of
the incoming beam after interacting with t mass thickness. The
Lambert-Beer law is valid for narrow beam attenuation and disre-
gards scattered photons. Experiments use this model to determine
the mass attenuation coefficient.

The second approach is originated from quantum mechanical
calculations of several different cross-sections. They are assumed to
be additive, which is an approximation. To clarify, the total mass
attenuation coefficient can be written as a sum of total contribu-
tions from different physical interactions as given in equation:
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ðm=rÞTotal ¼CRayleighþ CCompton þCPhotoelectric þ CPair production

(2)

According to Thomson, the Rayleigh contribution is calculated
for elastic scattering, and relativistic atomic form factors were used.
The Compton contribution is determined with the Klein-Nishina
formula, and a non-relativistic incoherent scattering function
S(Z,x) is used. The photoelectric interaction is determined with the
Hartree-Slater model, and a semi-empirical correction is applied
above 1.5 MeV. The pair production mechanism is added with the
Bethe-Heitler atomic differential cross-sections, and triplet pro-
duction (near an orbital electron) cross-section is omitted in the
calculations [5e7,23].

For elements, those values are tabulated. For different elemental
mixtures and compounds, m/r is calculated with weight fractions
according to equation (3).

ðm=rÞmix ¼
X

wiðm=rÞi (3)

As mentioned, there are various methods for the determination
of mass attenuation coefficients of the materials. Some of these
methods, such as experiments and detailed simulations, can be
time-consuming and tedious for extensive energy ranges. We
develop a new method for determining mass attenuation coeffi-
cient values of a composite family using machine learning algo-
rithms. The m/r values for various mixture ratios of vanadium slag/
epoxy resin/antimony trioxide are calculated for the energy interval
of 50 keV to 2 MeV.

2.3. Machine learning algorithms

First, a data set of 2400 data points with three inputs and one
output for different mixture ratios was determined. The first input
was vanadium slag/epoxy ratio, the second was the antimony
weight percent, and the third is the photon's energy, whereby the
output is the m/r values.

Machine learning algorithms perform better in better-processed
data sets [14]. Some standard data transformation techniques were
used to adjust to a more standardized format. Firstly, the natural
logarithm of the third input data is taken, which is the energy
variable. The logarithm operation tames the big difference between
the minimum and the maximum values of the energies, from
50 keV to 2 MeV. To further clarify the data, all of the three inputs
were normalized. The min-max normalization of the data is done
according to the equation:

x0i ¼
xi � xmin

xmax � xmin
(4)

here xi is the initial value, and xi’ is the normalized value, xmax is the
maximum valued input in the same kind of inputs, and xmin is the
minimum valued input. After the normalization process, all the
data points lie between 0 and 1. This process generally makes the
training process faster.

After the normalization process, the data is fed to algorithms for
training. MATLAB version 9.9 was used for the calculations [24].

2.3.1. Fuzzy logic
Fuzzy logic is a logical inference system that takes its roots from

fuzzy set theory, conceptualized by Zadeh [25]. By assigning
membership degrees to inherently vague objects, it enables
mathematical reasoning. When newly introduced, fuzzy logic was
used to mimic human intuition inputs to control machinery. Later,
more sophisticated algorithms were developed to enable mathe-
matical analysis and tackle complex optimization problems. Takagi-
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Sugeno-Kang or TSK for the short, system is a well-known fuzzy
logic algorithm that is used to model single output data [26,27]. In
the TSK model, the output membership function is linear primarily
or constant. TSK system utilizes fuzzy logic to describe the system
mathematically given a data set with multiple inputs and outputs.
The description then allows one to deduce results for previously
unknown data inputs, enabling new information about the system.

The procedure is relatively straightforward. Firstly we define
inputs with membership functions. Those membership functions
characterize the inputs for respective input types with relation to
their possession of specific criteria. This criterion can be a linguistic
variable, like being tall or short, which is essentially a subjective
thing or an abstract concept, and the value of the membership goes
from 0 to 1. Then a set of if-then rules are applied to infer results. In
crisping the output data, we used a weighted average of rules. One
of the rules can be formulated as follows: if x1 is a, AND x2 is b, AND
x3 is c, THEN output is y, where x1, x2, x3 represent input data
points, whereas a, b, c are membership functions. Afterward, each
rule is given a weight. This weight is determined as follows.

w¼ aðx1Þbðx2Þcðx3Þ (5)

here aðx1Þ represents the membership degree of variable x1 in the a
membership function. Finally, the output is determined by
weighted average of the rules as follows:

Output¼
P

wiyP
wi

(6)

To model non-linear data, one must choose appropriate mem-
bership functions. To define a membership function, a set of pa-
rameters must be specified. The most common membership
functions are triangular, sigmoidal, trapezoidal, and Gaussian
membership functions. For instance, a Gaussian membership
function can be described with equation (7).

Gðx; l; sÞ¼ exp
��ðx� lÞ2

2s2

�
(7)

whereas the Trapezoidal membership function can be formulated
like equation (8).

Tðx; p; q; r; sÞ¼max
�
min

�
x� p
q� p

;1;
s� x
s� q

�
;0

�
(8)

here p is the left leg, and s is the right leg of the trapezoid, and q and
r are the left and right shoulders, respectively.

The bell shaped membership function is described by equation
(9).

Bðx; a; b; cÞ¼ 1

1þ
���x�a

b

���c
(9)

here a variable is the center of the bell curve, and b and c determine
the spread of the function.

Determining the correct kind, number, and place of the mem-
bership functions is crucial in fuzzy inference systems and affects
the results dearly. It is generally too cumbersome to find ideal pa-
rameters for fuzzy inference systems. To make it easier to find the
correct parameters of the membership function, neural network
models are used along with fuzzy inference systems, hence named
neuro-fuzzy (NF) systems [13].

To process the data for the NF algorithms, the input space must
be classified into a more useful format. Two different partitioning
methods are used to create the rule base from the inputs: grid



Fig. 1. Schematic representation of FFNN with a single hidden layer composed of 5
neurons. Three attribute types of input and one type of output are present.
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partitioning (GP) and subtractive clustering (SC).
In grid partitioning, each input variable type is parsed into grids

by grid lines. Moreover, every possible combination of the input
data is used to form the rule basis for inference. This operation gets
exponentially more challenging as the data set grows. In our model,
the number and the type of the membership functions were
determined.

In subtractive clustering, the input data is first searched for the
most probable cluster center. After the center is determined, a
cluster bound is formed with a specified radius. All the data points
within the region are subtracted from the data set, and the next
cluster center is searched. This process continues until every input
data point is placed into a cluster. In the SC algorithm, the data is
pre-processed by clustering, and the rules are formed by the most
relevant clusters of the input data set. SC algorithm enables the rule
set to be more efficient in larger data sets, but it falls in efficiency
for smaller data sets. When the SC method is chosen, the model
gives good predictive results even before optimizing weights,
which is due to the clustering process being more robust than the
partitioning process. Consequently, this SC process can take an
extensive amount of time for big data sets. For the same data set,
the clustering process identifies clusters based on the radius
number given, and as a result, there are n clusters. Each cluster can
be thought of as a hyper-cube with the dimensions of input data
types. The number of fuzzy rules produced is equal to the number
of clusters. For the grid partitioned data, the number of the rules is
the product of the grid numbers of each input data type.

In this work, the hybrid method was used to optimize the fuzzy
rule weights after the data set is classified by both methods.
Backpropagation of steepest descend to input related weights;
least-squares estimation to determine output related membership
functions were applied. Backpropagation will be discussed more
thoroughly in the next section.
2.3.2. Artificial-neural networks
Artificial neural networks are a mathematical abstraction of the

natural pattern recognition ability of conscious organisms. In away,
they resemble the biological brain bymany interconnected neurons
and layers. A single neuron can perform only an elementary task
like multiplication and addition, yet their combination can be
powerful tools for overcoming complicated tasks, like speech and
image recognition, classifying complex data [11,12,15].

Feedforward neural networks (FFNN) are a type of ANN used in
classification and fitting models. In the FFNN, the layers are ar-
ranged linearly and do not form loops. A simple model illustrating
the basic mechanism of the FFNN's is given in Fig. 1. The main
objective of the ANN models comes down to finding the minima of
a cost function to specify the weights and biases of the network
structure. The most common algorithm of feed-forward neural
networks is Levenberg-Marquardt (LM) backpropagation algorithm
[28]. LM allows fitting highly non-linear models in an efficient way.
It is an iterative process to minimize the sum of the squares of
deviations, similar to the Gauss-Newton (GN) method. In the GN
method, to find the minimum of the cost function.

xiþ1 ¼ xi þ
�
JT J

��1
JTe (10)

iteration formula is used, where e J is the Jacobian matrix, and JT e
term represents the gradient of the cost function. In the LM algo-
rithm, a damping term is added to this. LM algorithm iteration is
formulated like;
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xiþ1 ¼ xi þ
�
JT J þ lI

��1
JTe (11)

where lI term is the damping term added to GN algorithm. If l is
zero, this is the same as the GN, and when l is very big the method
converges to gradient-descend. The choice of l parameter de-
termines how fast the convergence will happen. LM algorithm is
generally a high-speed and robust algorithm, but it has flaws. For
instance, it is known to be prone to overfitting. Overfitting occurs
when the network training goes too far, and the model fails to
address non-trained data. Several approaches can be taken to
prevent overtraining. One of them is to reduce the training in-
tensity and to increase the hidden layer size. Another approach is to
modify the algorithm by adding validation data. The validation data
is used to measure the representative ability of the model in the
training process.While the training occurs, themodel is testedwith
the validation data. RMSE is kept track of after each epoch. If the
RMSE of the validation error keeps growing a certain number of
times, then the algorithm stops to prevent overfitting.

The algorithm continues training until one of the several con-
ditions are met:

a) When the pre-determined epoch number is reached.
b) When a pre-determined time limit is reached.
c) When the gradient drops below a particular value.
d) When the minimization goal is achieved.
e) When the maximum number of validations are reached.
2.3.3. Performance evaluation
For the evaluation and comparison of the studied algorithms, we

used root mean squared error (RMSE), mean absolute percent error
(MAPE), and maximum percent error deviation MPED values [29].

The formulas for RMSE, MAPE, and MPED are as follow:

RMSE¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i

�
x0i � xi

�2
n

vuut
(12)
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MAPE¼
�
1
n

Xn

i

����x
0
i � xi
xi

����
�
� 100 (13)

MPED¼max
�����x

0
1 � x1
x1

����;/;

����x
0
n � xn
xn

����
�
� 100 (14)

where xi’ is the value predicted by the model, xi is the value known,
n is the number of the data points.

Neural network models start from random initial weights and
biases and fix them according to a cost function, and the cost
functions generally have multiple local minima. Hence, the
outcome is determined by the starting point and can be quite
different. To reduce the statistical fluctuation of the models, we run
each code 100 times and present the 100 runs combined results.
Because scaling of the data does affect the error values, MAPE and
MPED values do not always accurately represent the errors in the
models. This lack of representativeness is especially relevant in
processed data sets, as in our case.

Nevertheless, they can still be utilized to compare the results
within the samemodel [29,30]. We represent and compare the best
20 of the MAPE and MPED values and their standard deviations in
our results to get themostmeaningful comparisons. This is justified
as the models not performing well enough would not be chosen as
the final model.
2.3.4. Data division
When working with an adequate data set in machine learning

algorithms, it is generally beneficial to divide data into training sets,
validating and testing data.

Training data number is the main factor that determines the
learning outcome. The predictive power of the trained algorithm
directly depends on training data representing the data set.
Generally, a more extensive training set ensures training to be less
erroneous and more robust.

Validation data is required to keep the training data set from
overfitting. As a rule of thumb, we used a training/validation data
ratio to be 4/1.
Table 2
Training, validation and testing data division percentages.

training% validation% testing%

8 2 90
16 4 80
24 6 70
32 8 60
40 10 50
48 12 40
56 14 30
64 16 20
72 18 10

Fig. 2. RMSE values of SC algorithm for different influence
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In the optimization process, the total data set of 2400 data
points were divided as follows:

a) 576 training data points (24%)
b) 144 validating data points (6%)
c) 1680 testing data points (70%)

Training set size is chosen to ensure enough data point is rep-
resented for each run to model correctly and still enable the
extensive number of try-outs, as bigger training data makes the
training process prolonged. The 24/6/70 ratio for train/validation/
test data was both practical and adequate for all our purposes.

After each algorithm is optimized with those ratios, we divided
the data set with varying ratios to compare each other. This way, we
could keep track of each algorithm's predictive power by changing
the number of data points. The different divided data numbers are
given in Table 2.
3. Results and discussion

The algorithms were first optimized before they were
compared. Different types of membership functions, several influ-
ence radii, and hidden layer sizes were tried while everything else
is held fixed to demonstrate their performance, different mem-
bership functions, several influence radii, and hidden layer sizes. As
there were many possible parameters to choose from, only those
that stood out are presented in the results. Firstly, in each algo-
rithm's optimization processes, the 30% training plus validation set
and 70% test set are used.
3.1. Subtractive clustering optimization

The fuzzy models trained with the SC algorithm had influence
radius parameter to decide. Influence radius versus the RMSE of the
training set and test set is given in Fig. 2. It can be seen from Fig. 2
that giving too high and too low values of influence radius results in
unsatisfying models. This outcome was expected due to the influ-
ence radius being the main parameter determining the input
membership function number. The number and the type of the
membership functions have an immense effect on fuzzy systems.
The best results in terms of the influence radius are seen to be
around r¼ 0.4. To further hone themodels' predicting power, visual
feedback from the previously obtained models' membership
functions was helpful to determine the behaviors of the input and
output data. As expected after a series of trials, the variation within
each feature of the data dictates the optimal influence radius. An
illustration of one of the trained models with membership func-
tions, rules, and the output surfaces generated from two input
functions is given in Fig. 3. The fuzzy surfaces presented can be
deceiving, as the first surface seems to fluctuate less than the sec-
ond surface. It is the opposite, as the m/r varies faster in lower
radius (upper part Train RMSE, lower part Test RMSE).



Fig. 3. The fuzzy surfaces generated with the SC algorithm. (Two inputs versus mass attenuation coefficients are given with each figure. In the upper fig, the third input is fixed at
0.1. In the lower fig, the third input is fixed at 0.5).

Table 3
Error values and computer times for studied algorithms. (MAPE andMPED are given
as mean ± SD).

Sub. Clust. NF Grid Part. NF Lev. Marq. NN

RMSE 1.83e-3 8.13e-5 9.08e-5
MAPE 0.227 ± 0.025 0.156 ± 0.011 0.065 ± 0.007
MPED 26.7 ± 6.1 17.7 ± 3.6 14.9 ± 2.9
CTM (s) 1093.4 1222.1 3040.9

Fig. 5. Hidden layer size dependency of RMSE values for LM algorithm.

B. Bilmez, O. Toker, S. Alp et al. Nuclear Engineering and Technology 54 (2022) 310e317
energies, but the y axis representing the m/r values is given in
different grid intervals.

3.2. Grid partitioning optimization

For the fuzzy models with GP, initially, a number and mem-
bership function must be stated. The membership function types
and numbers were determined similarly to the previous model.
First of all, the membership functions were held fixed at four, and
the membership functions were varied. The model's errors and
training epochs versus train RMSE and test RMSE for different types
of membership functions were illustrated in Fig. 4. The tried
functions were trapezoidal, triangular, Gaussian, two Gaussian
functions combined, and bell-shaped. Fig. 4 indicated that using the
Gaussian membership function fits the data set better, and it was
generally the fastest among them.

3.3. Levenberg marquardt optimization

For the feed-forward neural network with an LM training al-
gorithm, to evaluate the optimum parameters, each option was run
100 times, and the best value for hidden layer size was chosen. The
models evaluated with their RMSE for different hidden layer sizes
were illustrated in Fig. 5. Up around 30 to 35, there is a sweet spot
for hidden layer neuron number, in which the best predictive po-
wer is reached, and further increasing the hidden layer size
promises hardly any benefit. Further optimization with multiple
hidden layers is also possible.

3.4. Comparison between algorithms

After the optimization processes, RMSE, MAPE, and MPED
values for the three algorithms are given in Table 3. While deter-
mining the most suitable algorithm, it is necessary to consider the
computer times and the error values. Also, each algorithm's test
errors of RMSE are given in Fig. 6. The importance of data divisions
becomes apparent here. Appropriate percentiles should be deter-
mined for the lowest RMSE values. In order to see the success of the
models concretely, the mass attenuation coefficients of the selected
Fig. 4. RMSE values of different membership function types in G
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material were predicted. The percentage deviations from XCOM
calculations of m/r values for the mixture in standard gamma-ray
energies are given in Table 4. The models used to get Table 4 re-
sults were trained after the optimization. Algorithms are accurate
for three digits. The GP algorithm makes a better prediction in the
P algorithm (upper part Train RMSE, lower part Test RMSE).



Fig. 6. Comparison of three models' RMSE values for different number of training,
validation, and testing data numbers.

Table 4
The percentage deviation of three algorithms’ prediction with XCOM results at
standard gamma-ray energies.

Energy (keV) SC GP LM

59.54 1.04% 0.11% 0.14%
81 0.94% 0.02% 0.02%
356 0.27% 0.01% 0.04%
511 0.10% 0.01% 0.02%
662 0.07% 0.04% 0.00%
1130 0.17% 0.03% 0.00%
1330 0.20% 0.07% 0.04%

Fig. 7. Comparison of three models' training time depending on training set size.
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lower end of the spectrum, whereas the deviations in the LM al-
gorithm drop to zero in the middle energies.

It can be seen from Table 3 that test RMSE down to 9� 10�5 for
LM algorithm, and 8� 10�5 with GP. This test RMSE values are
quite remarkable; previously train RMSE values as low as 10�10

were reported [18], but such low values of test RMSE are new. The
best algorithm with 30% training according to test RMSE values is
the GP algorithm, but only slightly. The other two markers, MAPE,
and MPED values, show LM's superiority in these regards. This can
be explained by the models produced by GP being more stable, as
the first 20 models fromGP are worse than the best 20 of LM, but in
the RMSE aspect, GP is slightly better.

The trained models showed a determination coefficient (R-
squared) of 1, which supports the claim that m/r can bemodeled via
ML algorithms outside the edge and resonance regions, consistent
with Ref [20].

As it can be seen from Table 4, the models illustrate strong
predictive power, suggesting that m/r values can easily be deter-
mined with sufficient data. The training data did not include energy
grid variations below 10 keV, making the models' success quite
remarkable. As an extensive data set was used to train models, and
it is not always possible to get this sort of a complete training set, it
is better to develop insight and compare with previous reports of
Ref [31]. To further analyze how large a data set is required to get
adequate models, training, validating, and testing data sets were
varied. Increasing the number of the training set affects the accu-
racy, but only slightly after a saturation region of around 40%.
Moreover, some of the increase can be attributed to shrinking the
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test set as the training set gets large. Again, from Fig. 6, it can be
concluded that for GP and LM algorithms, RMSE gets as lowas 10�4,
which is near the generally presented precision of m/r.

According to Fig. 6, the GP algorithm performed well in the
smallest training set, i.e., 10% with little standard deviation, and the
LM model evened up at 20% training set. From there on, the LM
algorithm indicated better results. The LM models reached a
learning saturation around 50% training set with 1000 data points.
Furthermore, GP was still improving even at 2000 training data
points. The deviation in the LM was also lower after from 30% data
set. Under these observations, The LM model indicates better pre-
dictive power for moderate data sets when the data is proposed as
we did, but not by a considerable margin. The GP algorithm shines
when we evaluate the computer times to complete 100 runs for
each code. Fig. 7 depicts the elapsed computer time of the training
against train data size for three algorithms. On smaller data sets, GP
and SC algorithms perform identically, and LM is three times
slower. After a 40% training set, i.e., more than 1000 training plus
validation points, the GP algorithm begins to shine. The GP algo-
rithm requires less computer time than both LM and SC, still per-
forms comparable to LM, and outclasses SC in performance. The LM
is significantly slower when compared to fuzzy logic algorithms but
is ahead of the other two algorithms in terms of lowering errors.

4. Conclusion

In this study, three well-known machine learning algorithms
were introduced to model mass attenuation coefficients as a
function of photon energy and mixture ratios of the vanadium slag/
epoxy resin/antimony composite family. All three of the models
showed good agreement with XCOM data and simulation results.
The SC neuro-fuzzy model performed poorly compared to the other
two and needed finer tuning. The GP neuro-fuzzy models showed
low errors (RMSE¼ 0.0001) and low training times, less than 10 s of
training timewith around a thousand training data. Thus, GP can be
used for large data sets training tomodel m/r of composites. The LM
algorithm showed great predictive power with MAPE down to
0.05%, yet it was three times slower than GP. LM can be used to
model m/r data, bearing the computer time in mind.

It is shown that machine learning based approaches are suc-
cessful in modeling m/r given enough training data, predicting the
mass attenuation data down a 1 part in 10 thousand. It should be
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kept in mind that in lower energies, especially in the vicinity of
absorption edges, finer energy resolution of training data may be
needed. Machine learning algorithms also offer flexible input types,
supporting non-conventional inputs, like ratios of compounds in a
mixture, rather than a complete chemical composition. They can
also be used to optimize composites with different physical
properties.

Future works are encouraged with other types of machine
learning methods and large preferably experimental data sets to
model shielding sufficiency, with m/r, and some other parameter,
for composites formed with arbitrary elements, such as C, H, O, and
N as well as various metal oxides. It is also possible to get multiple
outputs, some other parameters like individual contributions from
different mechanisms. Once trained adequately, the model can
determine the photon-matter interaction of composites in a
comprehensive energy range alternative to other time-consuming
and tricky methods.

All in all, the developed GP model and LM models accurately
estimated mass attenuation values of a composite family. There-
fore, they can be considered as candidates for machine learning
models for radiation protection.
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