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Abstract                                                                                                                
With the advancement in the Internet of things Technology (IoT) 
cloud computing, billions of physical devices have been 
interconnected for sharing and collecting data in different 
applications. Despite many advancements, some latency - specific 
application in the real world is not feasible due to existing 
constraints of IoT devices and distance between cloud and IoT 
devices. In order to address issues of latency sensitive applications, 
fog computing has been developed that involves the availability of 
computing and storage resources at the edge of the network near 
the IoT devices. However, fog computing suffers from many 
limitations such as heterogeneity, storage capabilities, processing 
capability, memory limitations etc. Therefore, it requires an 
adequate task scheduling method for utilizing computing resources 
optimally at the fog layer.  This work presents a comprehensive 
review of different task scheduling methods in fog computing. It 
analyses different task scheduling methods developed for a fog 
computing environment in multiple dimensions and compares them 
to highlight the advantages and disadvantages of methods. Finally, 
it presents promising research directions for fellow researchers in 
the fog computing environment. 

Keywords:  Fog computing, Task scheduling, Job scheduling, 
Resource provisioning. 

1. Introduction 
 

Cloud computing has resulted in quick implementation of different 
business policies, sharing of computing resources and business 
information systems in different factors such as education and 
industry [1,2]. It uses the virtualization concepts to allocate shared 
resources, implement bandwidth calculating allocated resources, 
and load balancing in networking environment through Internet 
[3,4]. 

However, recent development in the Internet of things (IoT) 
has produced a massive amount of data using different sensor 
devices [5]. The cloud computing environment provides processing 
and storage services for handling the needs of IoT. However, for 
latency specific applications, delay in transferring data from cloud 
to device and vice versa is not acceptable [6]. Transferring a 
massive amount of data to the cloud for further processing also 
requires a large amount of network bandwidth that directly impacts 
scalability.  

Fog computing delivers a distributed model analogous to cloud 
computing services to the network near IoT. It has attracted 
significant consideration from academicians and industrialists in 
recent times due to its potential benefits such as real time 
processing, quick scalability, and location awareness [7]. Figure 1 
presents fog and cloud computing environment architecture 
consisting of three different layers. The topmost layer is the cloud 
layer. The cloud layer concept of hire and computing services and 
storage devices.  
 

FIGURE 1. CLOUD/FOG COMPUTING ARCHITECTURE 

 
The middle layer is the fog computing layer, which consists of 

routers, switches, and gateways. These devices offer IoT services 
at the network edge instead of transferring everything to the 
cloud. The last layer of the architecture consists of end - user 
devices producing considerable data.  
Several critical issues have been identified regarding fog and cloud 
architecture. The most critical issues include allocating computing 
resources, balancing workload, establishing security, achieving 
optimization of power consumption, fault tolerance and task 
scheduling. Task scheduling is one of the most critical issues in the 
fog and cloud computing environment. The task is considered a 
single computational unit corresponding to a service request from 
the end - user. The different tasks may have different priorities and 
constraints, making them dependent upon each other. There may 
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be independent tasks in different data flows that can be serially 
executed. Task scheduling in a distributed computing environment 
to allocate computing resources in a cloud computing environment 
to different tasks optimally while meeting the quality of the service 
to end users as per service level agreement.  
Task scheduling finds an optimal pair of fog node and end user task 
[8]. It aims to select an effective utilization of fog nodes for 
executing user tasks as per required deadlines and service level 
agreement. Fog computing contains a fog manager component 
responsible for making task scheduling decisions efficiently. The 
placement of fog managers in the fog computing environment is 
depicted in Figure 2 based upon the most common aspects 
discussed in the literature.  

 

 
                       Figure 2. Task scheduling 
 
It can be noted from figure 2 that managers receive end user 
requests through IoT and sensor devices and assign them different 
priorities with the help of a request evaluator [9,10]. The prioritized 
tasks are further passed to fog nodes or cloud nodes for their 
execution depending upon different factors like communication 
requirement, computational overhead, computing source 
requirement [10-13]. A task scheduler handles these tasks by 
selecting an appropriate combination of task and fog nodes that 
schedules different tasks on fog nodes for their execution in an 
effective resource method. 
The task scheduler also enables the management of different 
computing resources for scheduling tasks in a fog computing 
environment. The task scheduling problem is considered as NP 
complete problem [14]. NP complete problems have no solution 
that can be completed in polynomial time. 
Several techniques have been proposed for obtaining effective task 
schedules in a fog computing environment. This work presents a 

comprehensive review of different task scheduling methods 
proposed in the fog computing environment in recent years. It 
investigates different task scheduling methods and compares them 
in multiple dimensions. It summarises different methods and 
describes the pros and cons of different test scheduling methods.  
The rest of the paper is structured as follows. Section II presents 
recent task scheduling methods in the fog computing environment. 
Section III provides classification of task scheduling methods. 
Section IV investigates recent task scheduling methods and 
highlights their pros and cons. Section V highlights critical 
challenges and provides promising research directions. Finally, 
section VI concludes the paper at the end.  
Related Work 
This section describes different research articles related to task 
scheduling methods in the fog computing environment. Many 
significant surveys have been conducted for investigating different 
parameters related to task scheduling methods in fog computing. 
Perera et al. [15] conducted a fog calculation methods survey and 
investigated their issues. They identified ten primary specifications 
and essential characteristics of fog computing. They provided a 
comprehensive comparison of thirty research studies. However, 
their study was not systematic. They have not clarified the criteria 
for considering different research studies in their survey. 
 Sharma and Rani [16] investigated different dimension 
task scheduling methods in fog computing, including their features, 
benefits, and limitations and compared them. They concluded that 
the scheduling algorithm must be located in the operating system 
for its evaluation. However, they have not conducted their service 
systematically. They have not been clearly described. Selection of 
articles, classification of articles and not provided future working 
their survey paper. 
Tsai et al. [17] reviewed various metaheuristic based task 
scheduling methods for cloud computing. But they ignored the 
quality of service parameters in their comparative study. 
Similarly, Zhan et al. [18] investigated different scheduling 
algorithms at different layers in the cloud and fog computing 
environment, such as virtualization, deployment, and application. 
Their main focus was on evolutionary algorithms. Kalra et al. [19] 
focused on cloud and grid computing environments and 
investigated metaheuristic based task scheduling methods. In 
contrast, Madni et al. [20] analyzed the metaheuristic based method 
used for allocating computing resources in the IaaS cloud 
environment. They stated that there are many issues in computing 
resource allocation methods. They also describe different 
performance metrics. 
Arunarani et al. [21] conducted a survey of task scheduling 
methods in the cloud computing environment. They classified 
Different techniques based upon their applications and 
performance metrics. 
Singh et al. [22] performed a comparative analysis of bio inspired 
and swarm intelligence based metaheuristic methods for different 
scenarios based upon the type of task, scheduling objective and 
simulator characteristics. 
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Kumar et al. [23] reviewed scheduling methods in a cloud 
computing environment based upon heuristic and metaheuristic 
algorithms. They described different issues in scheduling 
algorithms in the cloud computing environment. 
Alizadeh et al. [24], Singh et al. [25] Hosseinioun et al. [26] and 
Sidhu et al. [27] also investigated task scheduling methods in one 
another way. These review papers compare different studies based 
upon their focus scheduling methods. They proposed different 
ways to classify task scheduling methods, such as static and 
dynamic, heuristic, metaheuristic, and hybrid algorithms. It also 
described a few open issues and suggested promising research 
direction in task scheduling in the fog computing environment. 
This work aims to present a comprehensive and updated review of 
task scheduling methods in a fog computing environment to 
identify significant research gaps with their future scope. The 
identified gaps can be the promising direction for fellow 
researchers to develop effective task scheduling methods in fog 
computing environments. 

 

2. Classification of the Scheduling Strategies 
 

Task scheduling methods in a fog computing environment can be 
broadly classified into the following categories [28].  

 Static task scheduling methods 

 Dynamic task scheduling methods 

 Hybrid task scheduling methods 

Static task scheduling methods require the availability of task 
requirements to the task scheduler before the desi cutting 
scheduling policy. The task scheduler computes task requirements 
before the start of any scheduling process. In this scenario, the tasks 
are submitted to the system without dependency on the states and 
accessibility of computing resources. 
The most common task scheduling methods in this category are the 
First Come First serve scheduling method and Round Robin 
method. 
First Come First served scheduling method is a straightforward 
scheduling method that considers the incoming time of the task 
without considering any other parameter [29]. 
The Round Robin method is a variation of the First Come First 
served scheduling method that allocates a fixed time slot to each 
task execution. This method in harness is the probability of each 
task to finish its execution in a given time slot. The task requires 
execution time more than the specified time slot. It is appended to 
the task queue for waiting still. All task takes their time slots for 
execution [30]. 
Opportunistic load balancing method for task scheduling allocate 
the closest available machine to execute each task. This method 
attempts to keep all available machines occupied for executing 
tasks. The potential benefit of this method is its easy 
implementation without any additional computational overhead. 
Other significant static task scheduling methods are maximum 
completion time and minimum execution time. These methods are 
mostly suitable for a heterogeneous distributed environment. 

Minimum execution time-based task scheduling involves 
executing the task on a machine leading to short test execution time. 
However, it does not consider computing resource availability e 
while assigning tasks [31-33]. 
In contrast, a minimum completion time-based scheduling 
algorithm assigns task execution to a machine that leads to the 
shortest completion time. Min min task scheduling method 
schedule the most minor task to the first available machine 
resulting in minimum execution time. However, the major 
limitation of the min min task scheduling method is that it increases 

the task's execution time. Max min touch scheduling method is 
similar to min min scheduling method. It overcomes the problem 
of min min task scheduling method by reducing the execution time 
of the task. But, it allocates the most significant task to the first 
available machine for its execution, leading to short test execution 
time. 
Dynamic scheduling methods are developed based upon the arrival 
of the task at a particular time and the state of the system machine. 
These methods can consider one task at a time or a group of tasks 
simultaneously. Accordingly, these methods can be classified as 
online or Batch Mode. Scheduling algorithm in dynamic 
scheduling category Min Min, Max Min, Round Robin, suffrage 
heuristics, minimum execution time, opportunistic load balancing 
scheduling method, GA, IA, SA, PSO, ACO, MFO, Cuckoo, SSO, 
Bee life, and Tabu search. 
Different algorithms such as minimization maximization methods, 
multi - objective evolutionary algorithms, and energy aware 
algorithms have been proposed in the hybrid task scheduling 
category. Hybrid scheduling methods combine existing algorithms' 
benefits in developing an optimal solution for task scheduling. For 
example, Abdullah and Othman, 67 proposed a scheduling 
approach using min min algorithm that takes task scheduling the 
seasons on the basis of server load and user task priorities. In their 
approach, they suggested to divide users into two groups called 
Normal users and privileged users. They demonstrated that their 
approach could improve resource usage, user satisfaction, and 
response time. 
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TABLE 1 SUMMARIZES THE ABOVE-MENTIONED TASK SCHEDULING 

METHODS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Task Scheduling Strategies 
 

Many research efforts have been invested in developing effective 
and efficient task scheduling in fog and cloud computing 
environments. Different techniques are used in task scheduling 
structure as a stick method heuristic method, metaheuristic method, 
hybrid method etc. For example, Wu et al. [34] applied the concept 
of energy minimization scheduling based upon working energy 
first and Idle energy first e in developing a task scheduling 
approach. They focused on minimizing fog nodes' power 
consumption by finding an optimal solution. They proposed that 
all tasks can be II scheduled to slow nodes in a fog computing 
environment that will help to reduce idle energy wastage in fast 
nodes of fog computing. In order to decrease overall power 
consumption, the authors used both concepts to find the best 
possible task schedule in the fog computing environment. 
Similarly, Hoang et al. [35] also proposed a heuristic-based 
approach for task scheduling by dividing the fog layer into two 
different regions. There exists a fog node called manager to manage 
each region. The authors target to minimize transmission and 
computational latency by reducing the completion time of the task. 
The completion time of the car depends upon computing resources 
service time task completeness. The authors proposed to sort all 
tasks in increasing order of their latency. 

Several researchers have proposed optimization - based algorithms 
to optimize task scheduling in a fog computing environment. They 
used many optimizations and meta heuristic algorithms such as 
Moth flame optimization algorithm, ant colony optimization 
algorithm, swarm optimization-based algorithm, evolutionary 
algorithm artificial immune system based algorithm, bee life 
algorithm, and many more. For example, Ghobaei et al. [36] 
suggested task scheduling solution in a fog computing environment 
using a Moth optimization algorithm. They demonstrated an 
optimal use of computing resources by scheduling different fog 
node tasks.  
Sujana et al. [37] used a trust - based stochastic scheduling method 
to ensure efficient task scheduling and provide security. They 
attempted to find an optimal virtual machine task for scheduling 
tasks in fog computing. They focused on stochastic level factors for 
allocating appropriate priorities to the task in a fog computing 
environment based upon the average computation capacity of 
virtual machines, inter task communication time, and execution 
time. 
In contrast, Wang et al. [38] addressed the issue of overloading and 
balancing network traffic based upon immune network theory. 
They attempted to adjust the overloaded nodes to the neighbouring 
fog nodes. Their proposed approach comprises two phases dealing 
with non specific immunization phase and a specific immunization 
phase. The former phase deals with the overloading issue by 
determining the fog node's computing resource capacity and the 
overloading task for execution. The later phase involves a fog 
scheduler treated as immune cells for formulating scheduling 
policy after recognizing features of the task. This approach 
broadcasts the network's overloading information and uses forward 
and backward propagation methods to optimize scheduling policies 
with minimum execution time. 
Wang and Li [39] proposed a hybrid metaheuristic approach by 
integrating ant colony optimization and particle swarm 
optimization algorithms for task scheduling in the fog computing 
environment. This approach focused on constraints about Terminal 
devices in the fog network. The main objective considered in this 
work was the overhead of the terminal devices. They demonstrated 
that their approach has improved by considering the global state of 
the network compared to the local state in the network. 
Similarly, Rahbari et al. [40] also proposed a hybrid approach 
targeting network security by considering security objectives, 
integrity, authentication, and confidentiality security objectives. 
This approach comprises two phases. These phases are known as 
training phase and testing phase. The training process allocates 
workload to computing resources based upon different 
optimization algorithms, genetic algorithm, ant colony 
optimization algorithm, particle swarm optimization algorithm, 
and stimulating annealing. During the test phase, this approach 
used data mining classification methods for selecting appropriate 
optimization algorithm obtained during the training phase. The 
authors mainly focused on each algorithm's power consumption, 

Scheduling strategy Concept applied 

Static 

First Come First served method 

Max min method 

Min min method 

minimum completion time method 

minimum execution time method 

Opportunistic load balancing method 

Round Robin method 

Dynamic 

Cross entropy 

GA 

IA 

SA 

PSO 

ACO 

MFO 

Cuckoo 

SSO 

Bee life 
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network bandwidth utilization, and execution cost to find the 
optimal solution.  
Nazir et al. [41] used the cuckoo optimization method for load 
balancing and achieving energy efficiency by scheduling different 
tasks in a fog computing environment. They are so applied k - 
means clustering method for determine meaning overused fog 
nodes.  
Boveiri et al. [42] proposed a meta heuristic Grave scheduling 
algorithm based upon min max ant system. This approach 
comprises different phases in effectively providing task scheduling 
in the fog computing environment. They considered multiple 
processor environments consisting of heterogeneous fog nodes in 
their experiments. They demonstrated their approach superiority in 
comparison to existing scheduling methods. 
Sun et al. [43] proposed a Framework for a fog computing 
environment comprising three layers, terminal layer, at layer and 
core layer. They proposed computing resource scheduling in two 
levels. The first level involves computing resource scheduling 
among fog clusters, and the second level consist of scheduling 
among fog nodes and respective fog clusters. Since task scheduling 
is an NP hard problem. The authors used the NSGA II algorithm 
for addressing multiple and conflicting objectives. In this work, the 
authors focused on the overall task execution stability and service 
delay. They experimentally demonstrated that service delay 
improved using their approach compared to other models. 
Similarly, overall task execution stability has also improved with 
their proposed approach. 
Similarly, Isard et al. [44] also solved task scheduling problems by 
considering different regions consisting of heterogeneous cloud 
and fog nodes. They used a heuristic method for selecting area 
managers using the decentralized voting method. Therefore, cost 
on optimizing total cost for executing tasks and power 
consumption.  
Dang and Hoang [45] proposed a task scheduling method based 
upon an optimization algorithm for minimizing task completion 
time. They proposed to divide problem space into some areas 
containing physical places. Each area contains dynamic fog devices. 
It allows the movement of fog devices from one area to another. 
Rasheed et al. [46] analyzed the fog cloud framework related to 
intelligent grid power distribution. They observed that the 
integration of the fog cloud platform helps generate transmitting 
and distributing the power securely and efficiently. In their 
experiment, they considered six geographical areas. Choudhari et 
al. [47] proposed an approach scheduling task in fog computing 
environment considering task priorities. They assumed that the fog 
layer contains fog nodes considered as small data centres. Fog 
servers act as managers for managing and allocating computing 
resources efficiently. Fog nodes can exchange information 
regarding workload and computing resource allocation. Each client 
transmits the job to the adjacent Fog server in this approach. The 
fog server computes the deadline and accordingly queue up the task 
to execute in the remaining time. Otherwise, the task gets rejected. 
In this approach, multiple queues are maintained as per the task's 

priority as a medium, high and low priority tasks. However, this 
approach suffers from the limitation of considering only deadlines 
while scheduling the task. 
 
Kabirzadeh et al. [48] proposed a hybrid approach consisting of 
genetic algorithm, particle swarm optimization and ant colony 
optimization algorithm for allocating resources among the 
following notes to enhance computing resource utilization of fog 
computing environment. The authors divided scheduling objectives 
into service users and providers and considered multiple 
parameters such as makespan, deadline, budget, cost, and security. 
The other parameters considered are power consumption, effective 
load balancing, and computing resource utilization. The authors 
compared their hybrid approach with the existing indivisible 
optimization algorithms, genetic algorithm, ant colony 
optimization algorithm, stimulating annealing algorithm and 
particle swarm optimization algorithm in different parameters such 
as power consumption, network bandwidth and execution time. 
They demonstrated that the hybrid approach significantly improved 
power consumption compared to the other heuristic algorithms. 
They have also validated their approach for reducing execution 
time and cost in comparison to the other algorithms.  
Yin et al. [49] propose an approach based upon containers without 
considering hypervisors and virtual machines. They reported an 
improvement in start time and performance using containers in the 
virtual machine's state. This approach divided the task processing 
using containers in two different phases. The first phase determines 
the task to be executed at fog level or cloud level depending upon 
deadline and execution time. The 2nd phase involves allocating 
containers to the task executed on fog nodes to maximize 
computing resource utilization. 
Rahbari and Nickray [50] suggested a scheduling approach based 
upon a knapsack optimization algorithm. They focus on 
minimizing latency, improving performance, and reducing power 
consumption. They considered makespan, workload optimization, 
power consumption and Virtual Machine optimization as 
objectives of their approach. The simulated results demonstrated 
that the proposed approach leads to less power and network fan 
width compared to conventional methods like the ordinary 
knapsack method and the First Come First serve method. 
Liu et al. [51] presented an adaptive double fitness genetic task 
scheduling method. In this approach, the author proposed to 
allocate task to fog nodes based upon their computing capability, 
delay requirements and communication capacity. The authors 
attempted to optimize IoT devices' communication cost and 
execution time. Their experimental results demonstrated that the 
proposed method could reduce communication cost and makespan 
compared to traditional methods. 
Wang et al. [52] suggested a decentralized approach based upon the 
immune system. They considered the network a framework 
consisting of computing nodes and can schedule their decisions 
independently. The decentralized approach can address the issues 
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of computational and communication bottleneck and single point 
of failure in the centralized system. 
Bitam et al. [53] also used the bees life algorithm for scheduling 
tasks in the fog computing environment. The author considered the 
live - streaming task at fog nodes residing at network edges. The 
jobs are further separated into a group of tasks that are scheduled 
for their execution on fog nodes. The experimental results validated 
that their approach could reduce execution time and improve the 
efficiency of the system compared to other conventional methods.  
Oueis et al. [54] introduced a task scheduling method that allocates 
different tasks in a distributed way. A least fog computing 
resources can be allocated to the short CPU time execution while 
meeting service level agreement. This method distributed tasks 
among fog computing nodes for obtaining trade-off among 
memory allocation and execution time.  
Intharawijitr et al. [55] used new communication methods, 
particularly for 5G cell networks, to reduce computing delay in the 
cloud computing environment. The authors proposed a fog 
computing design to obtain improved network performance by 
optimally scheduling different tasks. They use three types of task 
scheduling policies in their approach. The first scheduling strategy 
involves random policy that selects fog network randomly for 
executing the task on a regular distribution basis. The second 
strategy is the minimum delay method that fog nodes with the 
minimum delay time depending upon the system's current status. 
The third strategy was the maximum amount of remaining 
computing resources of fog nodes. Experimental results 
demonstrate that the minimum delay policy can produce the best 
network performance due to the accessibility of computing 
resources. 
Deng et al. [56] suggested a workflow for task scheduling in a fog 
cloud computing environment for achieving trade-off between 
transmission delay and power consumption. They proposed 
determining the power consumption of fog devices based on 
workflow assignment and operating frequency. They divided the 
workflow scheduling problem into sub problems. Each problem is 
further solved using an optimization method. The first such 
problem provides a trade-off between communication delay and 
power consumption using the convex optimization method. The 
second subproblem applies integer nonlinear programming further 
to provide trade-off between communication delay and power 
consumption. Finally, the third subproblem is solved for achieving 
optimized data transfer. 
Pham and Huh [57] proposed three-layer architecture fog 
computing environment. The proposed architecture obtained a 
trade-off between financial cost and execution time of the tasks. 
This e architecture contains three layers. The lowest layer 
comprises IoT devices that forward user requests to the higher 
layers. The fog layer accepts the requests and performs them based 
on computing resources and transferring the rest to the cloud 
servers. They proposed a distributed system for distributing 
workflow in the fog cloud environment.  

Li et al. [58] proposed an approach using fuzzy clustering methods 
and particle swarm optimization algorithms that schedule fog 
computing resources based on computing standardized and 
normalized features of computing resources. This approach can 
reduce the search space of computing resources using a fuzzy c 
means clustering algorithm and particle swarm optimization 
algorithm. It works in two phases. The first phase initializes the 
particle population. Each particle indicates a set of clusters centre 
generated arbitrarily. It is followed by a competition of 
membership Matrix and respective fitness values. The fuzzy c - 
means clustering method gets trapped into local minima. This 
approach uses a particle swarm optimization algorithm with the 
benefit of fast convergence and global optimization. The 
experimental results indicate that this method leads to fast 
convergence and higher accuracy in comparison to the individual 
fuzzy clustering method and particle swarm optimization method. 
Nguyen et al. [59] investigated a bag of task approach for 
optimizing task scheduling problems in a fog cloud computing 
environment. They focused on optimizing operating costs and 
execution time using genetic algorithms. They attempted to trade-
off between the cost for completing tasks and execution time in fog 
cloud computing.  
Wang and Li [60] introduced a task scheduling policy called the 
hybrid heuristic method to address restricted computing resources 
and extraordinary power consumption issues at terminal devices in 
the fog computing environment. The proposed method involves 
using an improved ant colony optimization method and improved 
particle swarm optimization method to solve task scheduling 
problems and minimize power consumption and delay. They 
validated their approach in terms of reliability, power consumption 
and completion time. Results indicate that their approach is better 
than individual approaches by achieving improved completion time, 
power consumption and better reliability. 
Benblidia et al. [61] proposed a fuzzy quantified ranking based 
method for task scheduling in the fog computing environment. This 
method performed task scheduling activity based on fog nodes' 
ranking based on their needs and task preferences. This approach 
has effectively optimized power consumption, execution delay, and 
user satisfaction. 
Jamil et al. [62] proposed a scheduling approach to support service 
provisioning in the Internet of everything for the fog computing 
environment. They analyzed optimal scheduling of the request fog 
devices based upon their computing capability. The experimental 
results validated that their approach has reduced delay and network 
utilization to a significant level. 
Zhao et al. [63] proposed a multi layered architecture for dynamic 
modelling of content delivery wireless networks. This network 
contains heterogeneous devices that differ in their processing 
capabilities, storage capabilities and network communication. The 
proposed architecture improved network throughput, fairness in 
response and service delay. This approach has low computational 
overhead and provides a trade-off between service delay and 
network throughput. 
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Yang et al. [64] introduced an approach for managing 
communication and computing resources in the fog computing 
environment. They focused on optimizing computational 
offloading in fog computing. Firstly, they specified a random 
system for finding the location of the fog node, the link between 
them, their traffic needs. They assigned a local fog controller that 
dynamically schedules the task in an online way. The local fog 
controller schedules the task ok after each fixed interval based upon 
the incoming task and status of the network. In determining the 
dynamic values of CPU cycle frequency, power consumption for 
task scheduling operation. They experimentally demonstrated that 
their approach outperformed conventional algorithms regarding 
network performance, delay and power consumption under 
different scenarios. 
Wan et al. [65] introduced an energy aware load balancing and 
scheduling method for a fog computing environment. They applied 
particle swarm optimization method to obtain an optimal task 
scheduling solution in NP hard problem. They applied this 
approach for candy packing lines to generate a scheduling table and 
optimal workflow.  
Jie et al. [66] introduced an online approach for task scheduling 
based upon the Repeated Stackelberg Game method. In their 
approach, edge service providers are considered long - term 
followers and users in each iteration as short - term followers. This 
approach contains three layer architecture: user, edge service 
provider, and cloud service provider. The service provider layer 
contains many small data centres that are graphically distributed. 
The service provider layer makes the protections for fog computing 
resource requirements based upon their historical requirements in 
previous iterations. They divided each task into multiple tasks and 
mapped them to computing resources available in edge data centres. 
If there are no suitable service completing resources, it is forwarded 
to the cloud service provider layer. Experimental results validated 
their approach in computing resource utilization and execution time 
compared to other conventional algorithms. 
Cardellini et al. [67] introduced a quality of service aware 
scheduling method for processing data streams. This method 
contains a worker monitoring component, quality of service 
monitoring component and an adaptive scheduling component. The 
worker monitoring component calculates the input and output rate 
for each worker. It behaves as a counting machine for executing 
multiple tasks on fog nodes. A local database is used to store input 
and output rates by using adaptive scheduling components. The 
quality of service monitoring component approximates quality 
parameters like delay. It computer internal performance and intra 
node performance related information. The collected information 
is transmitted to the distributed adaptive scheduling component to 
implement the scheduling strategy. If the task can be executed 
efficiently, then task is assigned to it. Experimental results validate 
this approach over other methods. 
Ningning et al. [68] used the graph partitioning method for 
developing a load balancing approach. This approach can allocate 
computing resources to multiple fog nodes based upon task 

requirements. In this approach, physical nodes are divided into 
virtual machines groups, and virtual machine nodes offer services 
for end users through graph partitioning. This approach generates 
a minimum spanning tree from a graph with those edges removed 
that cannot provide sufficient computing resources. The authors 
mainly focused on execution time. 
Zeng et al. [69] proposed a software - defined system for keeping 
task images in the storage server. They mainly focused on 
scheduling activity for minimizing completion time of the task. 
Here they proposed that computing will be performed on embedded 
devices.  
Sharma and Saini [70] presented a four - tier framework supporting 
the scheduling and workload balancing in the fog computing 
environment. The first tier contains IoT devices. The second tier 
has different applications classified as low priority and high 
priority based upon the dual Fuzzy Logic method. The fuzzy logic 
method considered input like task size, arrival time, minimum 
execution time, and maximum completion time. The highly 
prioritized tasks are sent to tier 3, containing a new fog arrangement. 
In this approach, fog nodes are clustered using the K means 
clustering algorithm. They evaluate their approach using a real - 
time application based on schedule, response time, power 
consumption and workload balancing ratio.  
Gazori et al. [71] introduced a task scheduling approach for 
minimizing long - term service delay and computational cost. In 
this approach, the authors suggested using the reinforcement 
learning method and presented a double deep Q learning based task 
scheduling method. They conducted experiments by considering 
propagation, waiting, transmission and execution delay of different 
tasks and why allocation of user tasks to virtual machines. The 
experimental results validated their approach over existing 
algorithms. 
Abdelmoneem et al. [72] presented an IoT design for healthcare 
application for mobility aware scheduling algorithm and 
computing resource allocation protocols. The authors mainly 
focused on minimizing schedule time based upon significant 
characteristics such as critical level and response time. This 
approach supports patients' mobility using adaptive received signal 
strength-based handoff method. This approach has been validated 
for balancing the distribution of cast execution dynamically based 
upon movement of the patient and temporal spatial residual 
data. Table 2 summarizes the above cited studies. 

4. Challenges and Future Directions 
 

 
Several task scheduling methods have been described above in the 
fog computing environment. Different researchers focus on 
different parameters for improving service quality, network 
performance, power consumption, etc. Some of them also 
emphasized makespan, workload balancing, financial cost, 
response time, computing resource utilization and effective 
utilization of energy In fog and cloud computing. Some researchers 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.4, April 2022 
 

 

96

validated their approaches based upon simulation; however, others 
did not evaluate experimentally [80-81]. 
To overcome this limitation, appropriate attention must be given to 
the following issues in future, particularly for the fog computing 
environment. 
 
1) Workload characterization has a significant role in developing 

efficient scheduling, energy saving and resource provisioning 
strategies [82]. Therefore, understanding the workload 
received from IoT devices in a fog computing environment 
can be an active research area for developing effective 
scheduling, energy saving and resource provisioning methods. 

2) Mobile fog computing has the benefit of offering the quality 
of service and power consumption [83-85]. However, little 
attention has been given to this area of mobile fog computing 
and its mobility aspects. 

3) Scalability is a challenging task in the fog computing 
environment. The fellow researchers can develop scalable 
algorithms with respect to the increasing number of IoT 
devices and networks [84-86]. 

4) Data stream-based applications have emerged in many real 
life domains. However, fog computing can be a promising 
direction for addressing real time data stream processing 
challenges [87]. 

5) Limited infrastructure exists for validating a real fog 
computing environment. Therefore, many fog computing 
research has been validated using simulation tools. Therefore, 
there is a need to develop a large - scale and real - time testbed 
for validating fog computing approaches [84-86]. 

6) Fog devices have restricted processing and storage abilities 
and are heterogeneous in nature [88]. These Limited 
parameters make the task scheduling in a fog computing 
environment more challenging. Therefore, intelligent task 
scheduling methods must be e developed for improving 
network performance in the fog computing environment. 

7) Fog computing environments have pin developed to support 
real time latency sensitive applications [89]. Therefore, 
reliability must be maintained. So, reliability can be a 
promising research direction in this area. 

8) Most IoT devices and fog devices are limited in their battery 
storage [86]. So effective power management solution can be 
a future research direction. 

9) Security is considered an essential aspect of fog computing in 
management that requires secure communication between IoT 
devices and data centres with limited computing resources in 
the fog layer [86,87]. Most fog computing devices can suffer 
from security problems because of insecure deployment in the 
restricted environment. Any IoT device can pretend for 
legitimacy. Therefore, the security aspect must be considered 
seriously. To address the issue of security privacy protection, 
a template can be used in scheduling processes before granting 
resources to different tasks. 

10) Quality of service and service level agreement is another issue 
in fog computing environment related to satisfaction and non 
satisfaction of end users and service providers [5]. 
Researchers investigated the quality of service in three aspects 
related to performance, reliability, and cost. 

11) However, most researchers ignored the quality of service and 
service level agreements in their research fog computing 
environment.  

12) Fog computing contains many heterogeneous and diverse fog 
devices that lead to heterogeneity in collecting data, the format 
of the data and processing of the data [89]. Fog devices such 
as switches, routers, and gateways have different storage and 
processing capabilities. Therefore, fog computing policies 
such as task scheduling and resource provisioning resource 
allocator must be e developed considering the heterogeneity 
of fog computing devices. 

13) Fog scheduler involves assignment and updating task 
priorities as per their dynamic needs [88]. However, assigning 
priorities is challenging based on different parameters like that 
line, maximum completion time, minimum execution time, 
etc.  

 
 
 
 

 

Study Approach Evaluation criteria Pros Cons 

Abdelmoneem et al.[72] 
Task scheduling considering 
mobility 

 Resource utilization 
 Response time 

 Improves power consumption 
 Improves response time 
 Improves scheduling time 

 Not investigated deadlines  
 Not investigated resource issues  

Al Ahmad et al.[79] 
energy aware fog server 
selection method 

 Resource utilization 
 Power consumption 

 Improves scalability 
 Improves power consumption 
 Improves mobility 

 Not investigated user satisfaction 
 Not investigated Availability 

Benblidia et al.[61] 
 

User preference and fog nodes 
features aggregation  

 Execution time 
 Power consumption 
 User satisfaction 

 Decreases power consumption 
 Improves execution time 

 Cost model not described 

Bitam et al.[53] 
Task scheduling based on bees 
Life method  

 SLA 
 Resource utilization 
 Execution time 

 Improves efficiency  
 Improves performance 
 Minimum execution time  

 Not investigated communication 
overhead 

 Static in nature 

Bittencourt et al.[74] 
 

Mobility aware application 
scheduling 

 Cost 
 Response time 

 Satisfies mobile user needs  Application prioritization not described 

TABLE 2. SUMMARY OF TASK SCHEDULING METHODS IN FOG COMPUTIN 
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Cardellini et al.[67] 
Distributed QoS aware data 
stream scheduling 

 Delay 
 Availability 

 QoS aware scheduling  
 High complexity 
 Resulted operation instabilities 

Choudhari et al.[47] Task scheduling 
 Cost 
 Execution time 
 Response time 

 Combines the existing scheduling 
algorithms 

 Decreases response time 
 Improves cost 

 Only considered priority based on 
execution deadline 

Dang and Hoang[45] 
 

Task scheduling  

 Deadline time 
 Delay 
 Execution time 
 Resource utilization 
 Through put 

 Determines the efficient method to 
select the manager fog node in 
regions 

 Improves the resource utilization rate 
 Reduces of tasks’ completion time 
 Simple computations 

 Not investigated factors such as power 
and task execution cost 

Deng et al.[56] 
Resource allocation for 
workflow investigated cloud 
servers 

 Network bandwidth 
 Delay 

 Presents a two - level method for 
allocating resources 

 Improves the amount of information 
exchange requests  

 

 High computational complexity 

Gad - Elrab and Noaman[76] 
Fog node selection 
optimization 

 Cost 
 Deadline 
 Power consumption 

 Improves make span 
 Improves cost 

 Not investigated communication costs 
 High computational complexity  

Gazori et al. [71] Task scheduling 

 Cost 
 Deadline 
 Delay 
 Power consumption 
 Response time 

 Improves power consumption 
 Improves delay 

 Not investigated user satisfaction 
 Not investigated security 

Intharawijitr et al.[55] 
Communication methods 
based on scheduling policies 

 Resource utilization 
 Delay 

 Reduces computation  
 Improves communication delay 

 Considered 5G only 

Jamil et al. [62] Job scheduling  

 Delay 
 Network bandwidth 
 Power consumption 
 

 Improves waiting time 
 Improves network usage 
 Improves delay 

 Not investigated computing resource 
constraints 

 Not investigated task priority 

Jie et al.[66] 
Task scheduling using 
Repeated Stackelberg Game 
approach 

 User satisfaction 
 Resource utilization 
 Execution time 
 Delay 
 Cost 

 Improves the execution time 
 Improves efficiency 

 Not investigated deadlines 

Kabirzadeh et al.[48] 
Resource scheduling and 
allocation 

 Cost 
 Deadline 
 Delay 
 Power consumption 
 Resource utilization 
 Security 

 Decreases power consumption 
 Improves execution time 
 Minimum cost 

 No change in power consumption in 
comparison to GA method 

Li et al.[58] 
Resource clustering and 
scheduling 

 User satisfaction 
 Network bandwidth 

 Quick convergence  
 Improves accuracy  

 Not investigated real time resource 
changes 

Liu et al.[51] Dynamic task scheduling 

 Network bandwidth 
 Execution time 
 Delay 
 Cost 

 Decreases communication cost 
 Improves make span 

 No investigation of task prioritization 

Nguyen et al.[59] 
 

Task scheduling based on 
evolutionary algorithms 

 User satisfaction 
 Execution time 
 Cost  

 time optimization 
 Trade-off between make span and 

cost 

 Ignored power consumption of 
transmission 

 Not investigated cost  
 Not investigated the computing 

resource limitations 

Ningning et al.[68] 
Resource allocating 
Load balancing approach 
using graph partitioning 

 Execution time 
 

 Applies graph theory  
 Performs Sub optimally for dynamic 

work load balance 

Oueis et al.[54]  Request execution localization 
 User satisfaction 
 Delay 
 Deadline 

 Small delay 
 High power efficiency 
  

 Performance degrades for high - 
density computing  

Pham and Huh[57] 

Dynamic task scheduling 
based on heuristic and graph 
theory  
 

 Network bandwidth 
 Execution time 
 Cost 

 Improves communication overhead 
 Improves costs  
 Maximizes resource usage 

 Not investigated delay sensitive 
application needs 

 No supports for fog / cloud services 

Rahbari and 
Nickray[50] 

Task scheduling using 
Knapsack game based 
optimization methods 

 Cost  
 Delay 
 Power consumption 
 Reliability 
 Security 

 Decreases power consumption  
 Improves delay 
 Improves network performance 

 Ignored costs 
 Not investigated communication 

factors 
 Not investigated memory issues 

Rahbari et al.[73] 
Resource scheduling 
investigated security  

 Cost 
 Deadline 
 Delay 
 Power consumption 
 Security 
 Resource utilization 

 Improves execution time 
 Decreases power consumption 

 Takes longer than the ACO algorithm 
 Enhanced operational overhead 

Rasheed et al.[46] 
Electricity distribution smart 
grid investigation 

 Cost 
 Response time 

 Decreases response time 
 Improves cost 

 Not investigated memory issues 
 Static in nature 

Sharma and Saini[70] 
Load balancing 
Delay aware task scheduling  

 Deadline 
 Execution time 
 Power consumption 
 Response time  

 Improves power consumption 
 Improves response time 
 Improves scheduling time 

 Considered priority based on deadline 
only 
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Sun et al.[43] Resource scheduling 

 Delay 
 Execution time 
 Reliability 
 Resource utilization 

 Improves service delay 
 Improves stability of task execution 

 Not investigated resource allocation 
cost 

 Unable to find first level scheduling 
method 

Sun et al.[78] Job scheduling approach 
 Response time 
 Resource utilization 
 Execution time 

 Resource usage 
 Improves execution time 

 Not investigated network bandwidth 

Verma et al.[75] 
Managing workflow amount 
fog and cloud 
Task scheduling 

 Availability 
 Deadline 
 Delay 
 Network bandwidth 

 Improves bandwidth 
 Improves deadline 
 Increases resource availability 
 Optimizes delay 

 Communication factors not described  
 Cost factors not described 
 Not investigated QoS factors 

Wan et al.[65] 
Load balancing 
Power aware task scheduling  

 Power consumption 
 Delay 

 Improves device performance 
 Improves transmission delay  
 Optimizes computational costs 
 Optimizes power consumption 

 workload of devices  
 Investigated only power consumption 

Wang and Li[60] 
Task scheduling based on 
IPSO and IACO 
 

 Reliability 
 Power consumption 
 Delay 

 Improves reliability 
 Improves completion time 
 Decreases power consumption 

 Increases complexity with more user 
requests 

Wang et al.[52]  
Task scheduling based on 
human immune system 
 

 Reliability 

 Prevents generating communication 
and computing blockages and single 
point of failure issues 

 Improves the tasks' finish time 
 Decreases algorithm iterations 

 No investigation of execution of tasks 
and priortization 

 Cost model not described  

Yang et al.[64] 
Computation offloading 
Dynamic computing resource 
management 

 Power consumption 
 Delay 

 Improves power consumption 
 Improves delay jitter 
 Improves delay in performing 

operations 

 Considered homogenous environment 
only 

Yin et al.[49] 
Focused containers for task 
scheduling  

 Resource utilization 
 Execution time 
 Delay 
 Deadline 

 Applies containers 
 Decreases the tasks' execution times 
 Increases the accepted tasks 

 Preparation and application of 
containers are described  

Ying Wah et al.[77] Task scheduling 
 Network bandwidth 
 Deadline 
 Cost 

 Reduces cost 
 Investigates deadlines in the 

execution of tasks  

 Not investigated power consumption 
 Not investigated resource issues 

Zeng et al.[69]  
Task scheduling 
Task positioning  

 SLA 
 Reliability 
 Delay 
 Cost 

 Considered transmission delay 
between different layers 

 Not investigated memory usage  
 Not investigated deadlines  
 Increased computational complexity 

Zhao et al.[63] 
Models content delivery 
wireless network  

 Delay  
 Network bandwidth 
 Throughput 
 User satisfaction 

 Bandwidth allocation dynamically  
 Improves system performance 

 Not considered traffic distribution type 
 Not investigated the network 

dynamicity 
 Not observed request contents 

5. Conclusion 
 

This paper presents a comprehensive review of task scheduling 
methods, investigates different methods, and highlights their 
advantages and disadvantages, particularly for the fog computing 
environment. The primary research studies of task scheduling in 
fog computing environments have been compared in multiple 
dimensions, including evaluation criteria, advantages, and 
disadvantages. 
It can be concluded from the studies mentioned above that there 
exist many search issues that must be addressed adequately in the 
fog computing environment. To that end, this paper provides a 
comprehensive list of future research work in the fog computing 
environment related to different aspects such as heterogeneity, 
diversity, security, power consumption, makespan, load balancing, 
financial cost, response time, execution time at completion time 
that have been ignored by most researchers in the field. Therefore, 
by integrating different approaches and considering significant 
performance factors, it is possible to enhance the effectiveness of 
scheduling algorithms in the fog computing environment.  
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