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Summary 
Online social networks contain a large amount of data that can be 
converted into valuable and insightful information. Text mining 
approaches allow exploring large-scale data efficiently. Therefore, 
this study reviews the recent literature on text mining in online 
social networks in a way that produces valid and valuable 
knowledge for further research. The review identifies text mining 
techniques used in social networking, the data used, tools, and the 
challenges. Research questions were formulated, then search 
strategy and selection criteria were defined, followed by the 
analysis of each paper to extract the data relevant to the research 
questions. The result shows that the most social media platforms 
used as a source of the data are Twitter and Facebook. The most 
common text mining technique were sentiment analysis and topic 
modeling. Classification and clustering were the most common 
approaches applied by the studies. The challenges include the need 
for processing with huge volumes of data, the noise, and the 
dynamic of the data. The study explores the recent development in 
text mining approaches in social networking by providing state 
and general view of work done in this research area. 
Key words: 
Online social networks; text mining; sentiment analysis; topic 
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1. Introduction 

Today, technology is deeply integrated with most 
activities in our modern life. With web technologies, 
digitalization, and communication, sharing and expressing 
ideas or opinions become much easier and faster [1, 2].  
Social networking sites, including Twitter, Facebook, 
YouTube, Instagram, etc. create new ways for 
communication among individuals. These platforms can be 
a powerful source of valuable knowledge [1]. With the rapid 
increasing of the data sharing over such platforms, different 
mechanisms emerge to study the content on social media for 
public opinion mining [3]. Several social applications are 
introduced for businesses analytics, monitoring activities, 
and promoting products and services [4]. A large amount of 
data has opened opportunities to develop more efficient 
algorithms in machine learning and data mining to analyze 
this content [5] [6]. 

In most social networking platforms, the most common 
way people used to communicate is text. People write to 
share knowledge, information, and comments. Such 
unstructured data create analysis challenges; however, it 
could be a vital source for decision making in different 
domain [7]. Mining the text becomes a core field in data 

analysis. Hence, text mining is the process of exploring and 
extracting non-trivial patterns and interesting topics from 
natural textual data [1]. Text mining includes techniques of 
data mining, machine learning, and computational 
linguistics [8].  

This study provides a systematic review of text mining 
applications in social networks analysis research, we review 
articles that have been published between 2013 and 2021. 
The study presents a detailed assessment to the recent tools 
and techniques used. The result might help researchers and 
developers to design their future research and to select the 
most appropriate approach.   

The rest of the study is structured as follows.  Section II 
presents the research background. Section III details 
methodology used for the review. Section IV discusses the 
results and finding. Section V concludes the review and 
section VI states the challenges and future directions. 

2. Research Background 

2.1 Online Social Networks (ONSs) 

Social networking is a global phenomenon that has 
changed how people interact and communicate. It touches 
almost every aspect of our life such as social life, education, 
politics, healthcare, and communication. Online social 
similar interests and share comments, emails, images, 
videos, and blog posts. Moreover, it provides people with a 
chance to express their thought or opinion confidently. 

The concept of social media founded in 1978 when the 
bulletin board system (BBS) was introduced. BBS have 
developed as a personal website in 1995 to share 
information. The concept of blogger appeared in 1999 
where users can communicate using their blog [10]. 
LinkedIn and WordPress were launched in 2003, but the 
dramatic change was founded in 2004 when Facebook is 
launched as social networking for college students. 
Consecutively, in 2005, YouTube jumped into the seen then 
Twitter in 2006 that allows users to post a short message 
known as Tweet [10]. Online social networks allow users to 
generate profiles including attributes such as age, location, 
interests, etc. Popular platforms such as Facebook, Twitter, 
YouTube, and LinkedIn include tools that facilitate the 
communications and the interactions among their users [11]. 
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OSNs are groups of people who share information and 
common interest in an online setting [12]. 

2.2 Text Mining 

Text mining has developed across different scientific 
disciplines such as statistics, computer science, linguistics, 
and library science [13]. Text mining focus on automated 
analysis of textual data as a form of natural language, its 
techniques deal with the unstructured text [14]. Despite the 
absent of a unifying definition of text mining, there is an 
agreement on the general process of analysis [15]. 
Furthermore, text mining is interconnected with Natural 
Language Processing (NLP) that is related to the analysis of 
natural languages [16]. Due to the need of using automatic 
tools for analyzing the textual data and extracting relevant 
information, software solutions are available for analyzing 
social media applications. Text mining tools are used to 
identify and analyze posts, likes, followers in online social 
networks to explore people’s reactions and behavior. 
Moreover, it shows the variation in views and opinions 
regard different topics [17]. The fundamental process of text 
mining includes data collection, preprocessing, content 
analysis, finding and integration.  

2.3 Preprocessing 

Unstructured text may affect the analysis which leads to 
inaccurate output. Preprocessing is an essential phase that 
leads to efficient implementation [18]. The general idea of 
text mining techniques is transferring unstructured text data 
into structured data that can be used by analysis algorithms 
[13]. 

Text preprocessing usually includes features extraction 
and selection. The extraction can be classified into 
morphological analysis and syntactical analysis. The 
morphological analysis focuses on individual words in 
documents and consists of tokenization, removing the stop-
word, and stemming. Tokenization is the process of 
splitting the documents into a sequence of words by 
removing the punctuations [18]. Removing stop-words such 
as pronouns and function words like ‘the’, ‘and’, or ‘it’ 
improve the effectiveness and efficiency of text processing 
[19]. Stemming is the technique that reduces word 
variability by reducing the word to the root form [20]. The 
syntactical analysis consists of processes related to 
grammatical structure of the language such as part-of-
speech (POS) tagging and parsing. The POS tagging is used 
to tag the words on their grammatical function such as noun, 
verb, or adjective to get the grammatical knowledge [21]. 
Parsing is used for inspecting the grammatical structure of 
a sentence.  

Feature selection is the process of eliminating unrelated 
information from the text. A common approach is 
representing text documents as a matrix such that each text 
document is formatted as a vector space. Each row in the 

matrix denotes to the document and each column denotes to 
the term as a word or a phrase [22]. To calculate the feature 
vector, two common methods have been proposed: term 
frequency (TF) and inverse document frequency (IDF). TF 
measures the frequency of a term in a group of documents, 
the occurrences of a term related to the topic identify the 
information about that topic. IDF identifies the least 
frequent terms in the document. Whereas TF-IDF is used to 
identify the terms that discriminate documents from each 
other [23].  

3. Methodology 

The methodology has been developed based on the 
objective of the study, that is, to explore the recent text 
mining techniques applied in social networks analysis. The 
papers in this review were explored to address the following: 

 
 The type and the of data that are utilized for 

extracting insights for decision-making. 

 The text mining techniques that most used in social 
networking. 

 The text mining algorithms that most applied in 
social networking. 

 The tools used to perform the analysis. 

The review was performed in steps, each of these steps is 
described in the following subsections.  

3.1 Search and Selection Method 

The aim of search strategy was to identify the most 
relevant works of text mining in social networks analysis 
field. Several platforms were searched such as Google 
Scholar, ResearchGate, Academia, and Direct science for 
articles at the topic level, then the studies were checked at 
the title-level and abstract-level, followed by full-text 
extraction. The primary research studies that explicitly use 
text mining in social networks were included, whereas 
surveys and reviews were excluded. Also, papers that 
provide a general overview of text mining applications on 
social media without description to the applied algorithms 
were excluded. The selection criteria resulted in 32 studies. 

3.2 Data Extraction 

Selected studies further analyzed to extract data related 
to the research focus, the area to which the study applied, 
size and type of data, social media platforms, and the 
applied algorithms. Then more investigation was applied to 
identify the text mining technique used and the text mining 
tools or software. Table I summarized the extracted data for 
each study. Therefore, the following processing steps are 
applied.  
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 The papers were categorized into five clusters based 
on the size of the textual data used for analysis which 
are: less than 10k, more than 10k and less than 100k, 
more than 100k and less than 1M, and 1M or more. 
They further grouped into clusters based on the type 
of the data such as tweets, posts, reviews, 
publications, and others. 

 The publications were categorized in five clustered 
according to the text mining application employed in 
the publications included in this review. 

 The collection of the publications also categorized 
based on the social media networks used. 

 The investigation was performed on each publication 
to determine the employed algorithm. Most of the 
articles coded as clustering, classification, hyper, or 
dictionary. On the other hand, some articles coded as 
others. 

4. Result and Discussion  

4.1 Text Mining Techniques 

Various text mining techniques have been applied in the 
social networks field by the selected studies. Table II 
summarized the papers aligned with each technique. 
Interestingly, we found that sentiment analysis and topic 
modeling are the most applications applied as shown in Fig. 
1. 

4.1.1 Sentiment Analysis (SA)  

SA is important technique in text mining where the 
number of research in SA has increased exponentially. The 
emotions of people can be recognized and classified using 
sentiment analysis techniques. Additionally, exploring the 
underlying opinions referred to as opinion mining [24]. A 
large amount of online data has opened opportunities for 
growing in the field of SA and developing more efficient 
algorithms. The sentiments discovered in the reviews and 
feedback can be generally classified into emotion and 
polarity classification. Emotion classification is a process of 
identifying a set of labels, and polarity classification is a 
process of classifying positive and negative sentiments [25]. 
The sentiment analysis method consists of various phases: 
data collection, then preprocessing and cleaning, including 
removing stop words, punctuations, and duplicate data. 
Finally, the classification and analysis are carried out to 
determine the feeling expressed in the text. Techniques for 
features extraction and selection are used to reduce 
mistakes and achieve a greater level of accuracy in social 
media information. Sentiment analysis includes two 
approaches lexicon-based and machine learning. In the first 

approach, the frequency of the sentiment is calculated using 
dictionary. In the second approach, supervised and 
unsupervised techniques are used [26].  

Twitter conversations related to smartphones were 
investigated to discover valuable information related to 
supply chain management [27]. The research found that the 
social media analysis associated with the conceptual model 
of smartphone supply chain management is more efficient 
than the traditional methods. Sentiment mining also 
explored in other research contexts, such as understanding 
the users’ views and experiences of products [28, 29] or 
identifying emerging trends in the context of public health 
[30]. Opinion mining used to identify the customer 
satisfaction level, authors in [31] used the hierarchical 
clustering technique to group the customers’ reviews on the 
intensity of the opinions expressed by the customers on 
various product features. 

4.1.2 Topic Modeling (TM) 

TM is one of the growth techniques in text analytics. 
The most used approach in topic modeling is Latent 
Dirichlet Allocation (LDA). LDA is an unsupervised 
generative model that categorizes topics in documents [19]. 
LDA differs from supervised learning approaches that 
required be trained to classify the document by specific 
attributes. The generation process based is on the 
distribution of the underlying topics. Topics can be 
clustered based on common words where a probability 
weight is assigned to each word to indicate to its relative 
importance to that topic [32].  

Study [33] applied the LDA algorithm to analyze the 
Facebook posts of breast cancer patients to detect the 
themes related to the quality of life of these patients. Then 
they compare the extracted topics with the topics of the self-
administered questionnaires. They concluded that there is a 
good match between the topics extracted from the two 
sources, social media and self-administered questionnaires. 
Topic modeling also has been applied to identify a new 
emerging trend, in [34] authors used LDA to categorize 
articles in terms of their topics, and [35] used LDA to 
outline a research literature analysis in marketing. 
Unsupervised machine learning BTM cluster is utilized by 
[36] to discover hidden themes regarding risk behavior. 
They investigated context of prescription to discover the 
emerging trends regarding the patients’ opioid analgesic 
abuse behavior. 

4.1.3 Natural Language Processing (NLP) 

NLP is concerned with the relations between natural 
languages and computers [37].  It focuses on processing and 
analyzing the unstructured textual information. NLP 
methods help to transform unclear text data into clear and  

Table 1: Extracted Data 
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Study Research focus Research 
Area 

Text mining 
Techniques 

Data Type Data Size Data 
Source 

Tools 
Used 

Mining Approach 

[26] 
 

Detect spam in real-
time. 

NA Text 
categorization 

Tweets 400000 
 

Twitter 
 

NA Classification 
Support Vector 

Machine, Random 
Forest, Neural 

Network 
[27] 

 
Identifying the 

influence of social 
media information of 
smartphone on supply 

chain management 

Supply chain 
Management 

 

Sentiment 
analysis 

 

Tweets NA Tweets 
 

Sentwor
d 

Pre-defined 
dictionaries to 

analyze a specific 
emotion towards 
smartphone brand 

[28] 
 

Compare feedback of 
students with respect 
to various teaching 

features 
 

Education Opinion 
Mining 

Students’ 
comments 

12866 Module 
Evaluation 

Survey 
(MES) 

Rapid 
miner 

 

Classification: 
SVM, 

K Nearest Neighbor, 
Naïve Bayes, and 
Neural Network 

classifier. 
[29] 

 
Sentiment analysis of 
tweets and Facebook 

comments on 
commercial products 

NA Sentiment 
categories 

Tweets and 
posts 

4000 Twitter 
Facebook 

Python 
package 

classification 
models 

crowd lexicon with 
a Decision Tree 

classifier 
[30] 

 
Analyze the sentiment 

of vaccine-related 
Tweets for public 
health agencies 

Health Sentiment 
Analysis 

Tweets 32597 
 

Twitter R 
package 

Regression models 
to Analyze the 
sentiment of 

vaccine-related 
Tweets 

[31] 
 

Identify the customer 
satisfaction level 

Business Sentiment 
analysis 

Reviews 7086 
 

Amazon Python 
package 

Hierarchical 
Clustering 

[33] 
 

Detected new 
emerging 

topics to complete self 
administered 

questionnaires. 

Health Topic 
modeling 

Posts 70092 
 

Cancerduse
in.org and 
Facebook 

NA LDA to detect the 
different topics 

[34] 
 

Identify trends of 
topics that discover 

the gap of knowledge 
structural engineering 

Academic 
research 

Topic 
Modeling 

Articles 11027 
 

Journal of 
Structural 
Engineerin

g 

NA Clustering: LDA 
topic modeling 

technique 
 

[35] 
 

Identify major 
academic branches 

and research trends in 
design research 

Academic 
research 

Topic 
modeling 

Publications 1560 
 

NA R 
packages 

Clustering: K-means 
algorithm LDA 

algorithm 

[36] 
 

Detect emerging 
topics related to 
opioid analgesic 

abuse behavior in the 
context of 

prescription 

Health Topic 
modeling 

Tweets 11 M Twitter NA Unsupervised 
machine learning 

BTM Cluster 
 

[39] 
 
 

Detect the spread of 
fake news in the 

digital media 

NA NLP News 20800 
 

Kaggle Python Artificial Neural 
Network (ANN) 

classification model 
[41] 

 
Extracting fashion 

attributes from 
Instagram posts 

Fashion 
domain 

Text extracting 
 

Posts 3000 Instagram NLTK’s 
 

Classification: Weak 
supervised and 

generative modeling 
[42] 

 
Understand the 

important role that the 
social media play in 

decision making at the 
industry. 

Businesses Text extracting 
 

Tweets and 
posts 

874 
 

Tweets 
Facebook 

 

SPSS 
and 

Nvivo 9 

Classification and 
clustering 

[43] 
 

Identify major 
academic research 

trends in design 
research 

Academic 
Research 

Topic 
modeling 

Publications 20218 
 

Web of 
Science 
(WOS) 

NA Clustering: K-means 
algorithm and LDA 

algorithm 

[44] 
 

Improve the quality of 
information services 
in teaching practice 

Education Topic-
sentiment 
analysis 

Students’ 
reviews 

171430 
 

icourses 
web site 

NA Clustering: Latent 
Dirichlet Allocation 

(LDA) 
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Study Research focus Research 
Area 

Text mining 
Techniques 

Data Type Data Size Data 
Source 

Tools 
Used 

Mining Approach 

[45] 
 

Classifies aspects and 
opinion words related 

to social domain. 

Entertainmen
t 

Opinion 
mining 

Reviews 2000 
 

IMPD NA Classification: 
Naïve Bayes 

classifier 
[46] 

 
Investigate the level 

of employees’ 
engagement 
prediction 

Business Information 
extraction 

Reviews 130000 
 

IBM 
internal 
social 
media 

NA Classification: 
Naïve Bayes 

Multinomial method 

[47] 
 

Prediction of 
students’ academic 

performance 
 

Education Prediction Tweets 1064371 
 

Twitter NA Classification: 
unsupervised 

learning of word 
embeddings 

[48] 
 

Detect the views of 
stakeholders to 

helping in policy-
making decisions 

Business Sentiment 
analysis. 

Movie 
reviews 

7086 
 

Kaggle. Python 
packages 

 

Classification:Linear 
SVC, DT, and Naïve 

Bayes 

[49] 
 

Analyze users’ views 
about drug and 

cosmetic products to 
understand their 
experiences with 
these products 

Health Sentiment 
Analysis 

Tweets and 
posts 

 

6216 Twitter 
Facebook 

NA Classification: 
Naïve Bayes 

Lexicon-based 

[50] 
 

Understand how 
hotels 

are perceived by 
consumers. 

Business Sentiment 
Analysis 

Reviews 11043 
 

Tripadvisor R 
packages 

Natural processing 
languages (NPL) 

[51] 
 

Detect tourist 
behaviors and 

sentiments 

Tourism 
 

Sentiment 
analysis 

Tweets 11532 
 

Twitter RStudio 
and 

Knime 

Classification 

[52] 
 

Classification of 
customer reviews 

NA Sentiment 
analysis 

Review. 
 

1940 
 

NA NA Machine learning 
(SVM) combined 

with domain specific 
lexicons. 

[53] 
 

Builds a dynamic 
representation of 

words that captures 
their contextual 

semantics 

NA Sentiment 
analysis 

Tweets 4469 
 

Twitter NA Lexicon based 
approach to detect 

the sentiment at both 
entity-level and 

tweet-level. 
[54] 

 
Solve high 

dimensional data 
mining problem 

Business Sentiment 
analysis 

Reviews NA Amazon NA Deep Neural 
Network 

[55] 
 

Analyze shared ideas 
on the teaching 

profession 

Education Opinion 
mining 

Tweets 35718 
 

Twitter KNIME 
and 

NodeXL 

Association rule 
mining: Apriori 

algorithm was used 
[56] 

 
Understand student 
issues and problems 
in their educational 

experiences 

Education Topic 
modeling and 

sentiment 
analysis 

Tweets 25284 
 

Twitter NA Classification: 
Na€ıve Bayes Multi-

Label Classifier 

[57] 
 
 

Investigate the 
performance of SVM 
for polarity detection 

NA Sentiment 
Analysis 

Tweets and 
IMDP 

reviews 

5110 Twitter 
and 

IMPD 

Weka Classification: SVM 
classifier 

[58] 
 

Address the need for 
better coherence and 

understanding of 
actions in online 

discourse. 

NA 
 

NLP Discussion 
threads 

25000 
 

Different 
social 

networking 
sites 

NA Coherence analysis 
and speech act 
classification 

[59] 
 

Sentiment 
classification 

to determine the 
public reaction 

towards the news and 
its effects. 

NA Sentiment 
Analysis 

Tweets 
 

NA Twitter NA A hybrid method 
that includes Hybrid 

K, clustering and 
boosting. 

[60] 
 

Study issues of text 
mining in social 

network for medical 
purposes. 

Health Prediction Tweets 
 

NA Twitter NA Classification: 
Bayes’ Classifier, 

SVM, and 
Neural Network: 
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Study Research focus Research 
Area 

Text mining 
Techniques 

Data Type Data Size Data 
Source 

Tools 
Used 

Mining Approach 

[61] 
 

Developed a Warning 
system for tsunami to 

the public. 

Crisis 
management 

Real-time 
tweets analysis 

Tweets NA Twitter NA Integrate the 
classification and 

geo-parsing (GEO) 

precise data. These methos applied on natural language data 
to extract meaningful information [37]. NLP is concerned 
with Natural Language Generation (NLG) and Natural 
Language Understanding (NLU). NLG applications include 
a syntactic realizer to ensure that grammatical rules are 
correct in the generated text.  NLU consists of some 
components such as lexical analyzer, syntax analyzer, and 
semantic analyzer [38]. 

In NLP, different techniques are used to deal with the 
textual data such as feature extractors and word embeddings. 
Authors in [39] examine the performance of three feature 
extractors techniques, naming, BERT embeddings, Glove 
embeddings, and TD-IDF vectorizer using Artificial Neural 
Network (ANN) on two fake news datasets. Their result 
revealed that BERT embeddings register the best 
performance4.1.2 Information Extraction 

4.1.4 Information Extraction (IE) 

IE is used to extract meaningful information from a text. 
IE is the process of identifying the object by extracting 
relevant attributes then establish the relationship between 
them. Extracted entities and keywords are stored in a 
database for further processing. IE helps to mine some 
informed pattern to take a decision. IE includes various 
tasks to remove the noise from the extracted patterns [40]. 
Several techniques such as document ranking, matching, 
and clustering are used in text mining for information 
extraction.  

Authors in [41] proposed a supervised and generative 
model to extract fashion attributes from Instagram posts. 
Their result showed that word embeddings beat a baseline 
method. They concluded that combining weak supervision 
signals using generative models is more practical with 
unlabeled data.  

Reviews and customers’ opinions are valuable 
information for the organizations to understand their 
customers. In [42] researchers perform competitive analysis 
in three pizza chains, they extracted their data from Twitter 
and Facebook.  

Their findings suggest that extracting and analyzing 
information from social media can help organizations in 
maintaining their relations with the customers. 

Twitter is the most social media source that used to 
extract the data in the reviewed studies in our dataset, 
followed by Facebook, however, other social network 
sources show a low percentage. Data extracted from social 
media sources have high commercial value.  Due to that, 
extracting the data from most of social networks such as 

Google, Facebook, and Thomson Reuters is very difficult.  
In contrast, Twitter provides opportunities to researchers to 
extract the data to get valuable insights [37]. 

4.2 Type and Source of Data 

Social media data is rich with opportunities to 
understand human behavior as individuals and society. 
Regarding the type of textual data, the review revealed 
that 45.45% of the reviewed research explore tweets 
dataset and 18.18% Facebook posts.  Less frequently 
are the reviews around 15.14% and then publications 
and other text like blogs, websites with 21.23%.  
Remarkably, the reviewed research showed wide 
variability of the size of datasets that used as shown in 
Table III. The highest percentage of our corpus 
represents the research that used between 10k and 
100k textual data, where the lowest percentage 
denotes to the research investigated 1M and more. On 
other hand, 9.09% of the articles do not indicate the 
size of data that used in their study.  From Table III, it 
can be found that the data between 10k and 100k are 
the mostly used because the high volumes of data are 
very challenging.  

4.3 Text Mining Algorithms 

The most algorithms used in analyzing the text in social 
networking are classification and clustering. Classification 
is a supervised learning that learn from training process a 
set of rules. The classification method comprises 
quantitative approaches to automate NLP to classify each 
text to a certain category. The most common algorithms are 
K-Nearest Neighbour (KNN), Decision Trees (DT), 
Support Vector Machine (SVN), and Artificial neural 
networks (ANN) [37]. Clustering is an unsupervised 
algorithm that grouped the text in clusters. Different 
clustering techniques include different strategies that can be 
categorized in three types, naming, partitional, hierarchical, 
and semantic-based clustering [14]. 

The studies in this review cover a variety of text 
analysis algorithms. Most of the articles focus on 
classification or clustering. We noted that the number of 
articles in the dataset that employed clustering and 
classification algorithms increased recently. Clustering and 
classification are the most data mining techniques that 
extensively studied in the context of text [63]. 
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Table 2: Text Mining Techniques 
Text 

Mining 
Technique 

Study 
Social 
Network 

Mining Algorithms 

Sentiment 
analysis 

[27], [28], 
[29], [30], 
[31], [45], 
[48], [49], 
[50], [51], 
[52], [53], 
[54], [55], 
[57], [63] 

Tweets 
IMDP 

Tripadvisor 
Kaggle 
Amazon 

Lexicon based approach 
Classification: SVM, 
Naïve Bayes, SVC 

Clustering: Decision Tree 
Association rule mining: 

Apriori algorithm 
Hyper approach 
Other approach 

Topic 
Modeling 

[33], [34], 
[35], [36], 
[43], [44], 

[56] 

Twitter 
Facebook 
Web of 
Science 

Science Direct 

Unsupervised machine 
learning: BTM, LDA 
Clustering: K-means 

algorithm 
 

Information 
Extraction 

[42], [46] 

Twitter 
Facebook 

IBM internal 
social media 

Classification: Naïve 
Bayes 

Other approach 

NLP 
[39], [58], 

[59] 

Kaggle 
Twitter 

Different 
social 

networking 
sites 

Classification: Artificial 
Neural Network (ANN) 
LAP-based text analytics 

Hybrid clustering 
approach 

 

Other 
application 

[41], [47], 
[60], [61], 

[62] 
Twitter 

Classification 
Hypered approach 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Most applied text mining techniques in online networking 

4.4 Clarity and Quality 

To ensure the quality of studies, the text mining 
application has been documented in detail with 
transparency. The quality assessment was performed on the 
studies based on three components: 1) document the 
preprocessing in detail, 2) describe the text mining 
techniques in detail, and 3) the tool and the software used. 
Data cleaning and preprocessing is an essential step in the 
analysis. This step might affect the quality of the result. We 
found that 33.3 % of the studies describe the preprocessing 
step in detail, while 36.67 % reported the preprocessing 
without detail. On the other hand, 20 % do not indicate or 
mention this step. We also found that most of the articles 

mentioned using free packages such as R and python for 
implementation. Contrarily, some articles do not fully clear 
about their method, the software, or the packages they used. 

Table 3: Data Size 

Data size 
No. of 

paper 
Percentage 

< 10K 11 30.3% 

10K < and < 100K 12 33.33% 

100K < and < 1M 4 12.12% 

1M or more 2 6.06% 

Not indicated 4 9.09% 

5. Conclusion 

Text mining applications have significantly affected the 
research in social networks analysis.  Through exploring the 
research in online social networks, 32 research studies were 
analyzed to provide meaningful insights on the approaches 
applied to improve decision-making in different areas using 
social media platforms. The review reveals finding that 
answer the research questions, the most common text 
mining techniques were sentiment analysis and topic 
modeling. Clustering and classification are the most data 
algorithms that extensively studied. As data preprocessing 
is essential step in text mining that might affect the accuracy 
of the analysis, the researchers are recommended to 
describe these steps in detail. The diverse nature of text data 
in social media poses many challenges, including the 
massive volume of the data, noise and linguistics issues. 
Future works need to consider these challenging to reach 
more. 

6. Challenges and Future Directions 

The nature of social media text poses great challenges in 
developing text mining applications in social networking. 
 

 A major challenge is the high volume of unstructured 
data which has a great potential in uncovering hidden 
patterns and valuable information.    

 A common challenge of data extracted from social 
media is dealing with noisy and dynamic data and 
linguistic variations. Informal communication arises 
the level of noise and may contain misspelling, 
grammatical error, and varying writing styles. 
researchers need to apply preprocessing techniques 
to filter out irrelevant information. Many studies in 
this review have performed effective preprocessing 
steps, however, some studies unraveled this 
important stage.  
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 The efficient of clustering and classification depend 
on the problems and the type of data. Most efficient 
model can be produced by combining text mining 
techniques with social networking data analytics 
approaches. 

The results of this review provide implications for future 
research in text mining in social networking. Studies in this 
review have stated the efficiency of the performance of their 
system is affected because of the huge text have to analyze. 
Therefore, analysis models need to manage the size of data 
and maintain the efficiency of the performance. Most of the 
study used only one source of data for analysis. Integrate 
data from different sources can improve the efficiency of 
the models. Moreover, using variety of the sources for the 
data can improve the accuracy of the model.   
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