
Ⅰ. Introduction

1.1. Research Background

With the development of information and commu-
nication technology, many forms of data that qualify 

as big data are currently being created. Because big 
data contain a wealth of information, research, and 
projects based on analyzing these data are being 
conducted. In accordance with this trend, several stud-
ies are using big data in the financial services industry. 
For example, in recent studies of stock price pre-
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dictions, huge amounts of data reflecting political 
and social trends, which affect stock markets, are 
analyzed to predict stock price fluctuations 
(Schumaker et al., 2012).

Big data include not only numerical data but also 
unstructured data that are difficult to analyze. 
Unstructured data include materials such as text, pic-
tures, and videos. Recent studies draw large amounts 
of information and important implications from un-
structured data that cannot be derived from other 
available data. Text mining has become necessary 
because most of the content produced by various 
reports and news is expressed as data that cannot 
be simplified to standardized numbers and because 
posts on blogs or social network services (SNSs), which 
provide large quantities of information about public 
opinions, are also composed of unstructured text data.

Essentially, the range of data that can be used for 
analysis is expanding to include qualitative data, with 
greater interest in text data. A recent study estimated 
that about 80% of the explosive growth in data is 
driven primarily by text-based data (Guo et al., 2014). 
The news articles, blogs, community posts, social net-
work posts, and reports that are commonly encoun-
tered are all textual data. Unlike numerical data, tex-
tual data contain a wide variety of information. 
Because the text is composed of natural language, 
which is difficult to analyze, only a few studies of 
textual data have been conducted(Hearst, 1999; Song, 
2017). Owing to improvements in computing power 
and the introduction of machine learning techniques, 
however, it has become common to use text mining 
in many fields, including finance. It is important for 
researchers to study in the financial context because 
only a small fraction of the application of text mining 
to financial studies is discussed in finance journals 
(Aziz et al., 2022).

According to Rutgers Business School, big data, 

including internal or external data that are not sum-
marized, can be utilized in accounting studies. 
Additionally, keyword and social network analyses 
may also be useful for such studies (Rugters, 2015). 
Nassirtoussi et al. (2014) studied market predictions 
using textual data from the Internet and showed that 
various forms of textual data, such as tweets, news 
articles, financial reports, and blog posts, can be used 
in financial studies.

In recent years, natural language processing techni-
ques, text summarization methods, and quantitative 
evaluations of financial texts, such as readability and 
formality checks, have been introduced to create addi-
tional value. In addition, investigations of dynamic 
textual data that change over time provide richer 
and more accurate information for decision-making. 
For instance, Oracle Financial Services Enterprise 
Fraud Management uses various technologies, such 
as artificial intelligence, machine learning, and natural 
language processing to evaluate and analyze real-time 
textual data (Oracle, 2022).

1.2. Research Objectives

Text mining facilitates effective and efficient analy-
sis of textual data. Because textual data consists of 
unstructured information such as news articles, online 
posts, and words in video or audio, many researchers 
have attempted to use text mining techniques in vari-
ous areas of research, including financial research. 
However, despite the fact that text data has a wealth 
of information not found in general structured data, 
it is difficult to extract and use such information, 
so financial studies analyzing structured data such 
as financial statements are still more common.

In this study, we review studies to determine the 
use of text mining in the financial sector, investigate 
the main methodologies, and describe each practice 
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using related works. We also provide practical exam-
ples evaluating South Korea’s fiscal policy to demon-
strate the various text mining technologies with an 
outlook on how the results can be applied. Finally, 
we suggest academic and practical directions for future 
research in finance using text mining.

The rest of this paper is organized as follows: In 
Section 2, we examine the characteristics and proce-
dures of text mining and investigate several studies 
affiliated with text mining in finance; Section 3 pres-
ents various text mining technologies applicable in 
the field of financial information; Section 4 illustrates 
empirical cases applying text mining to evaluate gov-
ernment policies related to financial execution. 
Section 5 proposes multiple topics for future financial 
research using text mining. Finally, in Section 6, we 
discuss the study contributions and recommend direc-
tions for future studies.

Ⅱ. Literature Review

2.1. Characteristics of Textual Data and 
Text Mining

Text mining is a methodology that derives valuable 
information or patterns for decision-making through 
text data, such as emails, customer reviews or feedback, 
research reports, and SNS posts. Because this method-
ology is based on computational linguistics, statistics, 
big data analytics, and machine learning techniques, 
the desired information can be derived accurately 
and in detail (Miner et al., 2012).

In recent years, the volume of available textual 
data has skyrocketed with the increasing popularity 
of online communities, such as SNSs. This large 
amount of textual data is valuable for analysis as 
it contains a wealth of information. Identifying key-

words and critical topics in various documents by 
hand is time-consuming and expensive. In the case 
of web data, which differs from well-organized reports 
or research papers, identifying key information using 
only manpower is difficult. However, text mining 
can save time and money in deriving the main topics 
from vast quantities of documents or classifying docu-
ments that contain similar characteristics.

In addition, text mining helps to derive potentially 
valuable information that was previously difficult to 
obtain. For example, topic modeling, a text mining 
technique, can derive major issues mentioned in a 
large amount of text, including those that are already 
known and those that are important but difficult to 
identify by hand. Thus, text mining allows a researcher 
to detect both frequently and infrequently voiced pub-
lic opinions in a large amount of text.

Sentiment analysis can categorize the polarity of 
a given text, that is, whether the underlying sentiment 
of the text is positive or negative. Sentiment analysis 
can be used as a key indicator for evaluating national 
fiscal execution based on online content related to 
government policy. In addition, by analyzing custom-
ers’ experiences, companies can determine customers’ 
emotions regarding products or services.

Some of the information available through text 
mining was previously obtained through controlled 
experiments or interviews. Surveys, telephone inter-
views, and experiments yield results based on the 
structure designed by the researcher. However, the 
data selected for text mining can include newspaper 
articles, research data, reports, meeting minutes, or 
SNS posts, which are created for their own purposes. 
According to Connelly et al. (2016), the data obtained 
for big data analyses are “found data” and not the 
same as data created by researchers. Moreover, the 
biases of researchers and respondents are not present 
in these data. These features of big data can solve 
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many of the problems encountered in traditional sur-
veys or experiments.

For example, social desirability is one of the main 
biases that distort survey results. Voters prejudiced 
against Barack Obama and Hillary Clinton in the 
2008 U.S. presidential primary elections were unlikely 
to voice their prejudices against African–Americans 
or women. Stephens-Davidowitz (2014) and 
Stephens-Davidowitz (2017) explain this phenomen-
on using Google search results to demonstrate the 
distortion of survey results due to social desirability 
bias. In a preliminary survey of voters forecasting 
the 2016 U.S. presidential election, the results showed 
that few voters supported Donald Trump, and his 
chances of being elected were extremely low as com-
pared to those of Hillary Clinton (FiveThirtyEight, 
2016; Silver, 2016). However, according to Google 
search results, several texts agreed with Donald 
Trump, and Seth Meyers (an American television 
host) predicted Donald Trump’s victory. As a result, 
analyses of online textual data drew more accurate 
conclusions regarding the 2016 U.S. presidential elec-
tion than surveys based on more established methods. 
Thus, by reducing the biases of researchers and re-
spondents, text mining is useful for diagnosing and 
evaluating current situations.

2.2. Text Mining Research Procedure

Text mining research starts with clearly establishing 
the goals of the analysis. Unclear analysis goals render 
the text mining process inefficient. In addition, it 
is necessary to check whether the problem can be 

solved using text mining techniques. This step is close-
ly related to the next step, data collection, as it may 
be difficult to collect textual data about the object 
to be analyzed. Some problems cannot be analyzed 
because the amount of data is too small. Thus, the 
most important aspect of text mining research is select-
ing an object for analysis and a goal.

After setting the research objective and collecting 
textual data, it is necessary to process the text, which 
is in the form of a human language, into a form 
that can be understood by a computer. This step 
is called “data preprocessing.” Because text mining 
requires using statistics and algebraic techniques, the 
results are very likely to be meaningless if rigorous 
data preprocessing is neglected.

Next, exploratory data analysis can be conducted 
to derive information from the preprocessed data. 
Furthermore, additional information can be obtained 
by performing suitable procedures for the analysis, 
such as classification and clustering. Importantly, in 
text mining, the interpretation of results requires careful 
attention, as the researcher’s bias can lead to incorrect 
conclusions during data purification and analysis. Thus, 
research must be conducted according to the original 
study goals, but the results must be interpreted based 
on the evidence presented without contradicting the 
core tenet of research ethics. <Figure 1> shows the 
overall procedure for text mining research.

2.3. Text Mining Applications in Finance 

Turner et al. (2013) found that, as of 2010, only 
banks and financial institutions used big data analysis 
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<Figure 1> Procedure for Text Mining Research
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to enhance their competitiveness; however, by 2012, 
about 71% of institutions had adopted big data analy-
sis, implying a growth rate of 97% compared to 2010. 
In recent years, increasingly many organizations have 
used big data analysis as an essential competence. 
Specifically, in the financial sector, big data analysis 
techniques are widely used in various capacities, such 
as social media analysis, web analysis, risk manage-
ment, fraud detection, and intelligent security systems. 
Special information that was previously unknown is 
expected to be obtained through text mining 
(Pejic-Bach et al., 2019).

Because text mining analyzes text, a broad and di-
verse range of data can be used. In addition to in-
formation from various studies and reports, new in-
formation can be derived from text data in natural 
languages, such as news articles, customer opinions, 
and expert interviews. Several recent studies have spe-
cifically analyzed social media. Social media text data 
are meaningful because, unlike well-refined news ar-
ticles and reports, they comprise opinions from the 
general public. Previously, investigating public opinion 
required conducting a large-scale questionnaire; how-
ever, such studies take a long time and are expensive 
because developing a questionnaire survey requires 
prior research and preparation. However, analyzing 
an SNS, in which many thoughts and opinions are 
recorded, allows a more efficient survey of public 
opinion. In addition, the scope of data for text analysis, 
including audio data, interviews, and public opinion 
surveys, is not limited to textual data and is gradually 
expanding.

2.3.1. Text Mining Research in Finance

Text mining techniques are widely used in various 
fields, and the use of text mining in financial studies 
is growing exponentially. According to Pejić Bach et 

al. (2019), prior to 2014, text mining research in the 
financial sector was limited; however, it has been stead-
ily increasing since 2015, and the citation index of 
financial research using text mining has continued 
to increase as well.

Financial research using text mining can be classi-
fied by methodology. Text mining techniques include 
keyword, sentiment, topic, and social network 
analyses. Keyword analysis is a fundamental and im-
portant technique in text mining and encompasses 
mainly two different types of approaches: (i) descrip-
tive statistical approaches based on word frequency 
or term frequency-inverse document frequency 
(TF-IDF); (ii) linguistic approaches, such as n-gram 
techniques or co-occurrences of words. In addition, 
these approaches can be used together. Social network 
analysis is the process of drawing key information 
from the relationships among words, topics, and au-
thors in a set of textual data. Centrality analysis is 
often used to identify core information, such as key-
words, the main idea, and the influencer in a network. 

Alongside this, machine learning techniques are 
widely used in text mining technologies such as em-
bedding, classification, and clustering. In fact, these 
are baseline techniques that derive the results of senti-
ment or topic analysis. The novel text mining ap-
proaches with machine learning techniques allow the 
expansion of research areas in the finance sector. 
Sentiment analysis is a method for estimating the 
attitude or emotion of a group of texts or the sentiment 
of texts’ authors by analyzing the texts. This method 
is also called opinion mining (Pang and Lee, 2009). 
It mainly classifies the emotions in a text as positive 
and negative and has the advantage of being able 
to predict or evaluate social phenomena through a 
ratio. Topic analysis is deriving the topics contained 
in a text through probabilistic inference. In the past, 
human beings directly read and categorized texts to 
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Methodology Author Objectives

Keyword Analysis

Mihalyi and 
Mate (2019)

This study analyzed the International Monetary Fund’s National Report (Article IV), comparing 
the existing research method with a method using word frequency. It showed that future 
institutional changes can be predicted by analyzing changes in the International Monetary Fund’s 
policy recommendations over time. 

Shirata et al. 
(2011)

This study attempted to predict corporate bankruptcy by analyzing textual data rather than financial 
information. The study predicted bankruptcy by applying word frequency analysis and natural 
language processing techniques to Japan’s annual financial reports.

Junqué de 
Fortuny et al. 

(2014)

This study compared the models for stock price prediction, and instant state-of-the-art text mining 
technologies were introduced. All the articles published online in major Flemish newspapers from 
2007 to March 2012 were analyzed. The bag-of-words model and document sentiment polarity 
were used to analyze the articles. It was found that text mining and technical indicators can 
be used to oversee stock price movement directionality.

Social Network 
Analysis

Rönnqvist 
and Sarlin 

(2015)

This study analyzed the interdependence of banks from the perspective of bank connections or 
risk using text-based network analysis, whereas previous studies of this topic used numerical data. 
The study performed a quantitative analysis based on the names of banks mentioned at the same 
time in documents, a visualization, and a centrality analysis to derive the importance of banks 
and changes in their importance over time.

Mao et al. 
(2015)

This study measured the mutual influence of bank customers through social network analysis. 
In addition, it conducted a centrality analysis to analyze bank customers’ influences on each other 
to identify the most influential customers. The study revealed, through network analysis, that 
customers have direct and close relationships with each other but that a small number of customers 
form an overall relationship network.

Sentiment 
Analysis

Davis et al. 
(2012)

This study counted the number of pessimistic and optimistic words by analyzing the major press 
releases of about 23,000 companies by quarter. This analysis showed that the frequency of optimistic 
words could predict corporate performance in the next quarter.

Tetlock 
(2007)

This study introduced sentiment analysis to measure the relationship between news media and 
the stock market. It found that pressure on stock prices decreases as more pessimistic expressions 
in the media increase and that the frequency of pessimistic expressions that are abnormally high 
or low is helpful in predicting market volume.

Chen et al. 
(2018)

This study analyzed posts on Twitter and Weibo to derive topics related to the stock market. 
It derived these topics by searching for meanings from various media data generated by general 
users. The study effectively identified policy changes in China that significantly impacted the 
Shanghai Stock Trading Composite Index.

Topic Modeling

Moro et al. 
(2015)

This study used topic modeling techniques to derive trends in the use of business intelligence 
in the banking industry. The study obtained groups by topic from 219 studies registered between 
2002 and 2013 and suggested major trends that can be derived from this large set of documents 
while minimizing manual work. This research occupies a dominant position and shows that there 
is great interest in minimizing risk through the detection or prevention of fraud and bankruptcy.

Nguyen and 
Shirai (2015)

This study attempted to predict the stock market by applying topic modeling based on sentiment 
analysis to social media. It used the joint sentiment/topic model and the topic sentiment latent 
Dirichlet allocation model, which are emotion-topic models designed to derive topics for each 
emotion. 

<Table 1> Use of Text Mining in Financial Studies
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determine the topics that they contained. Thus, the 
longer a text is, the more inefficient this process is, 
and human bias may cause issues in some cases. 
However, through probabilistic inference, it is possible 
to derive the main topics in a text and those omitted 
owing to human bias or ignorance. <Table 1> shows 
the uses of text mining in the financial sector by 
methodology.

From <Table 1>, the studies indicate that the text 
mining approach can be utilized to obtain new insights 
and valuable information compared to the common 
structured data. Mihalyi and Mate (2019) gained sig-
nificant insights by using simple text analysis 
techniques. Shirata et al. (2011) and Junqué de Fortuny 
et al. (2014) were able to predict the market using 
text mining rather than using the general approach 
with structured data. 

One of the advantages of the text mining technique 
is being able to build networks using important 
keywords. Rönnqvist and Sarlin (2015) and Mao et 
al. (2015) drew networks using lexical collocations 

and found hidden connections in the financial market. 
Text data can also be applied to machine learning 
techniques such as classification, prediction. Davis 
et al. (2012), Tetlock (2007), and Chen et al. (2018) 
focused on the relationship between online responses 
and the market by classifying the keywords into pos-
itive and negative response and evaluating the market 
based on the emotion.

In addition, the new financial information can be 
derived by the statistical approaches such as topic 
modeling and machine learning. Nguyen and Shirai 
(2015) used topic modeling approach to improve the 
accuracy of stock price predictions, suggesting that 
greater predictive power can be achieved if social 
media data are combined with a market prediction 
model. Moro et al. (2015) and Aziz et al. (2022) 
collected textual data from the documents and found 
the important topics in the context of finance. Other 
machine learning techniques can also be used with 
the text data. Nyman et al. (2021) evaluated the risks 
to financial stability by using vector autoregression 

Methodology Author Objectives

Aziz et al. 
(2022)

This study successfully clustered topics from the relevant articles and constructed the evolution 
of topics over time using topic modeling. It provides various research topics regarding financial 
studies that use machine learning techniques. 

Machine 
Learning 
Approach

Nyman et al. 
(2021)

In this study, the authors studied large amounts of textual data to estimate the impacts of narratives 
and sentiment on developments in the financial system. This study shows that text mining would 
be useful in evaluating risks to financial stability.

Fu et al. 
(2020)

This study predicted and identified potential default risk platforms. Keywords were extracted from 
investor comments using deep learning neural networks. The study used a bidirectional 
long/short-term memory model to make accurate default risk predictions of platforms.

Qian et al. 
(2019)

In this study, a model was built to detect business events based on the clustering-annotation- 
classification strategy. It classified potential events from news headlines using information about 
business events that were extracted by exporting annotations on a group of terms derived from 
the result of clustering.

Xu et al. 
(2020)

This study introduced a new framework for sentiment classification based on a continuous naïve 
Bayes learning technique. It analyzed large-scale and multi-domain e-commerce platform product 
reviews.

<Table 1> Use of Text Mining in Financial Studies (Cont.)
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model(VAR) with the estimated sentiment based on 
text data. Fu et al. (2020), Qian et al. (2019), and 
Xu et al. (2020) utilized various machine learning 
models such as long-short term memory(LSTM), na-
ïve Bayes, Support Vector Machine(SVM), and 
clustering.

2.3.2. Text Mining Cases in Finance 

Research using text mining has been actively con-
ducted across various fields. It is especially widely 
used in finance because text mining can provide vari-
ous financial information from textual data, such as 
central bank communication, news articles, or posts 
on social network services.

As text mining allows analysis of textual data in 
a quantitative way, it is able to explain and evaluate 
current economic status or predict uncertainty in fi-
nancial markets. Bruno (2017) presented a framework 
for quantitative evaluation by analyzing the Bank of 
Italy’s Financial Stability Report. Bennani (2018), 
Carney (2013), and Valles and Schonhardt- Bailey 
(2015) showed that it is possible to predict uncertainty 
in fiscal and economic systems and take appropriate 
advance measures by deriving clusters of similar or 
diverse topics from a central bank’s minutes. 

Choi et al. (2015) tried to predict corporate defaults 
by analyzing news articles. After selecting the 50 words 
that are found most frequently in articles indicating 
corporate defaults, they performed a decision tree 
analysis and found that the probability of an actual 
default was about 80.9% when a default keyword was 
included.

Song (2016) conducted a text mining analysis of 
social media posts related to health and welfare 
policies. The study identified positive signals for gov-
ernment policies by applying sentiment analysis to 
each health and welfare field. By predicting the signals 

required to derive future policy directions, the study 
showed that text mining techniques can be used for 
predictive analysis rather than only for interpreting 
a given situation. It also showed that the governments’ 
financial execution could be evaluated by analyzing 
textual data about government policies. These studies 
confirm that text mining can provide new aspects 
of information to measure, evaluate or predict trends 
in finance.

Text mining also enables researchers to obtain in-
herent textual information that would be hard to 
analyze efficiently. Binette and Tchebotarev (2019) 
analyzed the Central Bank of Canada’s Monetary 
Policy Report (MPR) to assess the readability of the 
text and showed that the language used in the MPR 
is rather too complex for the average Canadian to 
understand. In addition, analyzing the sentiment in 
the MPR showed that major events, such as the pre-
vious international financial crisis substantially influ-
enced sentiment. Finally, word frequency and senti-
ment analysis are expected to help central banks draw 
conclusions that better reflect the actual situation. 
These results are difficult to obtain because significant 
effort by professionals to analyze qualitative data is 
required.

In addition, text mining can provide interesting 
facts in financial texts. Jang et al. (2016) analyzed 
the titles and forecast sections of investment strategy 
reports prepared by financial analysts and revealed 
that financial analysts’ predictions are more accurate 
when the title contains a clear expression. Cho et 
al. (2018) derived open innovation research topics 
through topic modeling techniques and analyzed the 
network among these topics. They conducted topic 
modeling using the abstracts of related research by 
comparing the main topics mentioned in the research 
with the policies implemented by the government. 
They showed that it is possible to distinguish between 
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current policies and policies that are not being 
handled.

Moreover, text mining can provide more sophisti-
cated information on central bank policy (Hansen 
et al., 2018; Schonhardt-Bailey, 2013) and can de-
termine whether the mutual impacts of the various 
policies to be legislated are complementary or conflict-
ing (Li et al., 2015).

Japan studied the impact of Bank of Japan’s meeting 
minutes on the financial markets using text analysis. 
The study used topic modeling to derive the topics 
covered in the minutes, and these topics were com-
pared with the market reaction at the time that the 
minutes were issued. When discussions on ways to 
support Japanese companies, such as negative interest 
rate policies, were held, stock prices declined, suggest-
ing that the market is paying greater attention to 
experts’ opinions on the current economic situation.

Lee et al. (2019) analyzed the minutes of the 
Monetary Policy Board of Korea and found that 
word-based indicators are helpful in explaining the 
Bank of Korea’s monetary policy decisions. This study 
showed that the predictive and explanatory power 
of fluctuations in the base rate can be improved when 
the sentiment index is included as an explanatory 
variable in the Taylor rule, a formula used by central 
banks to set nominal interest rates.

Text mining is not only utilized independently but 
also incorporated into other methodologies, especially 
statistical or economic approaches. Wang et al. (2013) 
studied risk prediction using sentiment analysis in 
finance. They compare ranking analysis with re-
gression analysis and conclude that emotional words 
are closely related to the risk of companies. Rekabsaz 
et al. (2017) predicted volatility using financial dis-
closures using both text features and market features 
through a generalized autoregressive conditional het-
eroskedasticity (GARCH) prediction model. They 

showed that their model combining text features de-
rived from sentiment analysis outperforms the 
state-of-the-art models. Kumar and Ravi (Kumar and 
Ravi, 2016) investigated various research papers in 
the financial domain and showed that FOREX rate 
and the stock market could be predicted using text 
mining. In this study, it is shown that text mining 
is widely used to solve financial problems, including 
economic prediction.

From these studies, it is expected that financial 
studies will benefit from text mining techniques in 
many ways.

Ⅲ. Text Mining Techniques for 
Financial Information

3.1. Preparation of Financial Textual Data

3.1.1. Collecting Textual Data

The most important step prior to text mining is 
selecting and collecting textual data. The results ob-
tained from text mining are not derived from arbitrary 
texts but rather from selected and collected texts that 
can provide the desired results. A common expression 
in computer science is “garbage in, garbage out,” 
which means that outputs (i.e., the results) are un-
reliable unless appropriate inputs are used for analysis. 
Thus, text mining studies carefully review and select 
data that fit their purposes. 

The targets of text mining analysis are selected 
from an expansive range of texts, including news 
articles, SNS posts, Internet community posts, re-
search reports, government publications, and minutes. 
<Table 2> shows examples of textual data analyzed 
by different studies. Recent studies have extracted 
text from images and have converted audio data into 
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text for analysis, meaning that the potential range 
of data text mining is continuing to expand.

3.1.2. Preprocessing Textual Data

Before examining a text, it is necessary to process 
it to facilitate analysis. Because text takes the form 
of a human language, it must be converted into a 
form that can be processed by a computer. This process 
may vary depending on the purpose of the analysis. 
Nouns are the most important elements when trying 
to grasp the main subjects of a text. Verbs and ad-
jectives must be considered to analyze sentiment in 
textual data; however, if the target is text generation 
or machine translation through machine learning, 
as in the case of a chatbot that understands con-
versations with humans, a more sophisticated form 
of language processing is required.

3.2. Keyword Analysis of Financial Textual 
Data

3.2.1. Frequency Analysis

Frequency analysis is a fundamental method for 
analyzing textual data based on the frequency at which 
words appear in a document. Word frequency is the 

basic form of frequency analysis, and it uses pairs 
of data consisting of words and their frequencies. 
Using this information, researchers can draw various 
conclusions, such as the main idea or keywords in 
the document. Although word frequency is a simple 
method, counting all of the words in a document 
makes it difficult to interpret the results correctly. 
For example, useless words, such as “the” and “a,” 
occur very frequently. To overcome this problem, 
researchers who use text mining often build a collec-
tion of vocabularies of interest, called a corpus, to 
focus on the research topic. The results of text mining 
analyses may vary depending on the quality of the 
corpus; thus, it is necessary to construct a high-quality 
corpus to avoid distorting the results. Other methods 
are used to count meaningful words or phrases, such 
as the TF-IDF, n-gram, and co-occurrence methods. 
<Table 3> and <Table 4> describe frequency analysis 
techniques and cases.

3.2.2. Social Network Analysis

Social network analysis is a type of exploratory 
evaluation based on the relationship between network 
members, and it aims to understand a network’s 
structure. This analysis allows a researcher to find 
key nodes that produce and spread important in-

Data Authors, 
Publication Year Objective

News 
Article Huang et al. (2017)

This study predicted companies’ sales trends by combining the results of text analyses of 
financial news articles related to seven personal computer manufacturers in Taiwan and the 
characteristics calculated by an autoregressive integrated moving average model based on 
previous sales data.

Minutes Oshima and 
Matsubayashi (2018)

This study analyzed the Bank of Japan’s meeting minutes to examine the impact of its 
communications on the fiscal market.

SNS Data Utami and Luthfi (2018) The study investigated public opinion on Indonesia’s tax system by analyzing posts on SNSs, 
such as Twitter and Facebook.

<Table 2> Financial Studies Using Textual Data
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formation and understand the relationships between 
nodes. Social network analysis is also widely used 
in the financial sector. Mao et al. (2015) analyzed 
the relationships among bank customers using social 
network methodology to identify key customers in 
a bank’s customer network. 

Social network analysis can be utilized in text 
mining. Social network analysis using text mining 
extracts information from the text and applies social 
network analysis methodologies by identifying co-oc-
currences of words. Through these co-occurrences, 
it is possible to obtain potential information from 
the relationships between words that cannot be easily 
identified using only word frequencies. By conducting 
social network analysis using co-occurrences, it is 
possible to deduce the relationships among words 
in a document and scientifically determine which 

words have greater influence. 
In social network analysis, the concept of centrality 

is very important as it describes the most important 
node in the network. Core information about a net-
work can be deduced by analyzing whether a specific 
node in the network influences neighboring nodes 
and holds an independent position. There are several 
ways to determine centrality, including connection 
information centrality (Freeman, 1978; Nieminen, 
1974), proximity centrality (Beauchamp, 1965; 
Freeman, 1978; Kwahk, 2014; Sabidussi, 1966), media-
tion centrality (Anthonisse, 1971; Freeman, 1978), 
eigenvector centrality and PageRank (Zafarani et al., 
2014), and beta centrality.

There are a few text mining studies in finance 
conducted using social network analysis. Rönnqvist 
and Sarlin (2015) deduce the relationships between 

Methodologies Authors,
Publication Year Objectives

n-gram,
TF-IDF Mihalyi and Mate (2019)

This study analyzed the relationship between the frequency of words 
of interest and policy implementation and derived the relative frequency 
using TF-IDF.

Co-occurrence Shirata et al. (2011)
The study distinguished between bankrupt and non-bankrupt 
companies based on the frequency of certain expressions that coincide 
with such words as “dividend” and “retained earnings”.

<Table 4> Financial Studies Using Frequency Analysis

Methods Description

n-gram
An n-gram is a group of n consecutive words. This method is widely used because analyzing a group 
of words provides richer information than counting the frequencies of simple words does. A combination 
of methodologies for evaluating word groups, such as pointwise mutual information, is used.

Co-occurrence

The n-gram method can only identify the relationships of adjacent words according to the given window 
size of the text. Because the n-gram method considers the order of combined words, it identifies 
relatively low frequencies. In contrast, co-occurrence does not consider word order but rather counts 
all the relationships between words that appear simultaneously within the window size of the text.

TF-IDF
Word frequency analysis is very simple and convenient for deriving the main content of a document 
set, but it has the disadvantage of not reflecting specificity. TF-IDF is a methodology that places higher 
weights on words with high specificity in a document set (Jones, 1972).

<Table 3> Text Mining Techniques Related to Frequency Analysis
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banks and calculated centrality by analyzing the names 
of banks that are mentioned together in financial 
news articles. According to the study, the centrality 
measure is not biased by common knowledge or super-
ficial facts. Forss and Sarlin (2016) try to analyze 
the connectivity of companies in financial news using 
centrality measures and sentiment analysis. In this 
study, it is shown that discovering the companies 
that are the market movers can be achieved by central-
ity analysis on financial news articles. In addition, 
they combine sentiment analysis with information 
centrality ranking to analyze the mutual influence 
of companies, as well as companies that are not af-
fected directly by news articles. From these studies, 
it is clear that centrality analysis of financial docu-
ments can deduce the close relationship among enti-
ties without any biases.

3.3. Natural Language Processing Application 
Using Machine Learning for Financial 
Textual Data

Deep learning is leading to outstanding perform-
ance in various fields, especially improvements in 
natural language processing. Because text mining is 
based on natural language processing, various deep 
learning technologies have naturally been applied to 
text mining in recent years. Otter et al. (2020) de-
scribed the current status of natural language process-
ing using deep learning. We summarize applications 
of natural language processing using deep learning 
in six areas: text embedding, document similarity anal-
ysis, document classification, document clustering, 
text summarization, and question answering. We ex-
plain each application’s use for financial information, 
focusing on deep learning-based natural language 
processing techniques that are applicable to text 
mining.

3.3.1. Language Modeling and Text 
Embeddings

When processing text using a computer, it is neces-
sary to change the language to make it easier for 
the machine (computer) to process rather than expect-
ing the computer to understand human language. 
This method is called embedding. Embedding is the 
transformation of text into numbers or vectors to 
enable the use of statistical approaches, including ma-
chine learning techniques.

Although word embedding is essential to process 
language using a machine, some characteristics of 
the language are lost during transformation. For exam-
ple, the bag-of-words model, which is the simplest 
representation of textual data, keeps a set of words 
and their multiplicities without retaining grammatical 
information, such as the word order (Harris, 1954). 
For this reason, researchers have devised various 
methods suitable for machine language processing 
that preserve the information in the text as much 
as possible.

Salton et al. (1975) proposed an information index-
ing technique using a vector space model for textual 
data in information theory, and Bengio et al. (2003) 
proposed a distributed representation of words based 
on a statistical approach. Subsequently, Google devel-
oped Word2Vec, an innovative embedding technique 
to convert a set of words into a vector of a given 
size without losing much of the information in the 
textual data. Recently, several word embedding meth-
ods, such as FastText, GloVe, and Swivel, have been 
developed. In addition, various revised embedding 
techniques, including text embedding (Lee, 2019) 
based on words as well as sentences, have been pro-
posed, including Doc2Vec, LDA, ELMo, Transformer 
Network, and BERT (Mikolov et al., 2013).
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3.3.2. Document Classification

Document classification and clustering are key 
techniques in text mining because these can provide 
effective and efficient approaches to distinguish 
documents. As classification and clustering method-
ologies are fundamentally based on similarities be-
tween documents, finding similarities is a primary 
procedure for classifying documents according to a 
given label or clustering them into a certain number 
of groups determined by the researcher.

A representative text mining technique for classify-
ing documents is the naïve Bayes method. This meth-
od is an algorithm that is mostly used in text classi-
fication by applying a statistical technique. It classifies 
documents using conditional probabilities under the 
assumption that each word’s occurrence is 
independent. The naïve Bayes method is known to 
derive appropriate results even if the independence 
assumption is violated, and it is widely used because 
it is simple and enables speedy computation 
(Domingos and Pazzani, 1997; Rennie et al., 2003; 
Zhang, 2005).

Recently, to improve the performance of document 
classification, deep learning-based methods have been 
studied extensively. In the early stage, RNN-based 
techniques, including LSTM and bi-LSTM were wide-
ly used, focusing on the fact that a document is a 
sequence of words. However, Kim (2014) showed 
that by using convolutional neural networks (CNN), 
a technique originally used for images, for sen-
tence-level classification, a simple model and less hy-
perparameter tuning could achieve better perform-
ance than conventional techniques. Yang et al. (2016) 
proposed a hierarchical attention network that per-
forms stepwise attention on sentences and words. 
The network adopted a hierarchical structure to utilize 
the hierarchical structure of documents on document 

classification. Since then, attempts have been made 
to classify documents using deep learning models 
based on language modeling. As a result, BERT is 
now showing state-of-the-art results (Adhikari et al., 
2019).

Document classification is generally considered to 
be supervised learning because the model is trained 
using data with categories that are set in advance 
to predict the categories to which new data belong. 
However, this method cannot be used to classify docu-
ments in the absence of pre-trained data. Thus, if 
classification labels for each document are not pro-
vided, it is necessary to use a document clustering 
technique, as such techniques are based on un-
supervised learning. Document clustering is highly 
dependent on the result of text embedding because 
it is conducted based on similarities among words 
or documents. K-means algorithm and topic modeling 
are generally applied to document clustering and it 
classifies the document into a predefined number 
of clusters by minimizing within-distance among em-
bedded texts.

In finance, document classification and clustering 
have various uses, such as fraud detection, which 
categorizes abnormal implementations of financial 
transactions; identifying areas for governmental fi-
nancial support based on social views of national 
policies. For example, Anand et al. (2020) indicated 
that it could be challenging for corporate lending 
to process the large amount of Loan Application 
Process (LAP) documents. They use deep learning 
techniques to classify those documents. Similarly, 
Kulathunga and Karunaratne (2017) suggested do-
main-specific clustering techniques for huge quanti-
ties of financial documents to retrieve important 
information. In this study, it is shown that incorporat-
ing external knowledge could improve the results of 
clustering for domain-specific documents.
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3.3.3. Sentiment Analysis

Sentiment analysis uses a document classification 
approach to identify sentiment within a document. 
This method can easily deduce the tone, sensibility, 
and attitude of a document, which are difficult to 
identify using traditional methodologies. Many stud-
ies using sentiment analysis are being actively con-
ducted by combining emotional information with eco-
nomic methodologies, and in many cases, the pre-
diction accuracy of the existing methodology is sig-
nificantly improved as a result. 

Sentiment analysis requires a predefined sentiment 
lexicon that indicates the emotional polarity of each 
word, especially in the proper context. Therefore, 
financial studies using sentiment analysis are mainly 
dependent on the sentiment lexicon. Li and Shah 
(2017) suggested a novel approach to building a senti-
ment lexicon from a social network to study stock 
markets. They use machine learning techniques to 
incorporate sentiment information into word embed-
ding that contains syntactical contexts. Keith and Stent 
(2019) used financial sentiment lexicons to analyze 
the sentiment of earnings calls. Importantly, they in-
corporate two bundles of lexicons, one for general 
purpose and the other for financial study, to analyze 
both formal and informal statements.

3.3.4. Topic Modeling

There are various ways to cluster documents, but 
the most common methodology is topic modeling, 
which can deduce sets of words that are closely related 
to each other in terms of a topic or an issue. In 
other words, each set of words derived from topic 
modeling represents a topic mentioned in a document. 

The most popular algorithm for topic modeling 
is Latent Dirichlet Allocation (LDA) which classifies 

words based on the predefined number of topics (Blei 
et al., 2003). As LDA uses the unsupervised method 
to estimate the set of words, supervised methods such 
as supervised LDA and labeled LDA, are also devised 
(Mcauliffe and Blei, 2007; Ramage et al., 2009).

Topic modeling is widely used because it can quick-
ly derive the main topics from a set of documents. 
For example, when analyzing a large number of social 
media posts about government policy, it is difficult 
to identify the main topics being mentioned. However, 
topic modeling allows the researcher to cluster words 
together according to related topics in an innovative 
and fast way. Topic modeling also helps to identify 
issues that have not drawn much attention because 
its results are derived not from the researcher’s bound-
ed knowledge but from statistical inferences, which 
generate impartial results.

The results of topic modeling can also be used 
to investigate trends that change over time. This ap-
proach is referred to as topic trend analysis (Cho 
et al., 2017). Topic trend analysis allows a researcher 
to observe dynamic changes in the topics mentioned 
in documents over time and identify the lifetimes 
of specific issues. For example, Si et al. (2013) studied 
stock prediction using topic-based Twitter sentiment 
over time. They first estimate the number of topics 
using the extended LDA model, called the continuous 
Dirichlet processes mixture (DPM) model, and in-
corporate the score of emotional polarity into the 
topics.

3.3.5. Text Summarization

Text summarization refers to finding important 
parts of a given document and summarizing them 
into smaller texts, which can be used when a researcher 
does not have enough time to read long documents. 
In the case of financial information, text summaries 
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can save time and provide more accurate results than 
reading a document to understand its content can. 
Because of its usefulness, there have been some efforts 
to summarize the financial text automatically for a 
long time. de Oliveira et al. (2002) present a system 
to summarize financial news based on lexical cohesion. 
Yang and Wang (2003) suggest a similar automatic 
summarization system for financial news articles to 
overcome the physical limitation of mobile devices 
at that time. Thus, text summarization can be achieved 
by text mining techniques such as co-occurrence anal-
ysis or TF-IDF. Also, even though past studies sought 
to summarize financial news articles for general pur-
pose, it is expected that summarization for financial 
documents or news articles could be beneficial to 
resolving recent problems such as the need for taking 
immediate action to stock market variability.

Rush et al. (2015) encoded the contextual in-
formation of sentences in a document using a convolu-
tional attention-based encoder and created a summary 
using a generative beam search decoder. This study 
is significant as it showed that performance using 
deep learning models is comparable to that using 
state-of-the-art models. As in the case of document 
classification, the model using BERT currently per-
forms the best Zhang et al. (2019). Therefore, text 
summarization is promising in text mining for finan-
cial studies and practical applications.

3.3.6. Question Answering

Question answering automatically generates an an-
swer to a given question by learning about documents 
composed of existing question-answer pairs. The basic 
form and the fundamental approach are similar to 
text summarization or machine translation, except 
that the contents are classified by questions and an-
swers as inputs and outputs. The use of chatbots 

to automatically answer questions is increasing, and 
this service may be important in the field of financial 
information in the future. It is difficult to say that 
question answering based on deep learning performs 
sufficiently, but its performance can be greatly en-
hanced if natural language processing technology im-
proves and the data necessary for question answering 
learning accumulate. Thus, this application field is 
much wider than those of other deep-learning-based 
text mining tools. Wang et al. (2017) generated an-
swers by matching sentences, including a question 
and an answer, using a gated attention-based recurrent 
network. Dong et al. (2015) analyzed questions using 
conventional neural networks and ranked possible 
answers. As with other methodologies, the 
state-of-the-art model uses BERT. Yang et al. (2019) 
obtained the best results so far in a study on providing 
appropriate answers to a given problem using 
Wikipedia articles.

Ⅳ. Empirical Case Study of Text 
Mining in Financial Information

Government policy includes preparing and execut-
ing a budget. In other words, an analysis of govern-
ment policy can study the selection of national fiscal 
execution targets, budget formulation, and the evalua-
tion of budget execution results. Thus, this study pri-
marily analyzes news articles on the South Korean 
national policy to apply text mining to the financial 
industry.

4.1. Text Mining Applications to “Government 
Finance” from News Articles

We collect and analyze news articles from the first 
quarter of 2010 to the fourth quarter of 2019 that 
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include the keyword "finance" in their titles. News 
articles with “finance” in the title describe a wide 
range of financial activities required to execute govern-
ment policies from a national perspective as well as 
corporate, local government, and international 
finance. Thus, an analysis of news articles with 
“finance” in the title is expected to show the overall 
status of finance in South Korea. This study obtains 
about 50,000 news articles and analyzes 42,547 of 
them, excluding those that differ from the context 
of this analysis.

<Figure 2> shows the word frequency and TF-IDF 
results for the entire document. The most frequent 
words are “government,” “local government,” 
“Ministry of Economy and Finance,” “National 
Assembly,” and “president,” which are related to gov-
ernment agencies and “project,” “support,” 
“execution,” “promotion,” and “plan,” which are re-
lated to government activities. These results arise be-

cause, in the news, “finance” mainly refers to economic 
activities for implementing national policy. In addi-
tion, words such as “economy,” “evaluation,” 
“situation,” and “market” represent the economic sta-
tuses of households, companies, and governments; 
thus, it can be seen that “finance” refers to the national 
economy in the obtained data.

Although <Figure 3> shows that the number of 
news articles seems to be gradually decreasing, it is 
difficult to determine whether interest in finance has 
declined because the impact of “finance” on society 
is not small and public opinion’s main concern is 
the policy by which “finance” is actually implemented. 
However, this result indicates that a better under-
standing of national financial conditions among the 
general public is needed to reduce discord in the 
national decision-making process, as policies are es-
tablished and executed according to the sizes and 
states of financial, economic, and social circumstances.

<Figure 2> Word Frequency and TF-IDF Results for News Articles with “Finance” in the Title

<Figure 3> The Number of News Articles with “Finance” in the Title
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The main ideas covered in the news articles are 
closely related to key national policies, and govern-
ment policy generally focuses on major social issues, 
meaning that the main topics comprise social issues 
and content related to the government. We applied 
the latent Dirichlet allocation (LDA) model for topic 
modeling on the news articles. For the result, we 
derived 60 initial topics and chose 25 main topics 
from those based on the probability of each topic 
(see <Table A> in <Appendix>). In the model, we 
set the parameter of the Dirichlet prior on the 
per-document topic distributions, alpha, as 0.1 and 
the parameter of the Dirichlet prior on the per-topic 
word distribution, beta, as 0.01. <Table 5> shows 
the main topics derived from the news articles by 
using topic modeling.

The main topics related to finance in <Table 5> 
are policies that generally relate to fiscal enforcement. 
For example, “employment/welfare,” “education/wel-
fare,” “health/welfare,” “pension/welfare,” “job/em-
ployment,” and “education/policy,” which require 
large budgets, account for about 24% of the topic 
modeling results. This result is not significantly differ-
ent from the 34.2% share of health, welfare, and em-
ployment in Korea’s 2019 budget.

Each topic was derived from all articles released 
from 2010 to 2019. From the changes in public opinion 
on each topic over time, we can evaluate the appropri-
ateness of the policy direction or determine the public 
opinion in response to a specific policy. <Figure 4> 
compares the emotional trend (positiveness) for 
“job/employment” derived from the given data with 

Topics Keywords

Economy/Finance Economy, exports, growth rate, economy, interest rate, growth, Korea, Bank of Korea, forecast, governor, 
fiscal policy, slowdown

Education/Policy Private high school, student, education, school, selection, high school, general high school, selection, SAT, 
application

North Korea North Korea, North and South, Korean Peninsula, unification, security, peace, diplomacy, provocation, 
missile

Pension/Welfare Pension, national pension, public employee pension, basic pension, estimate, public official, reform, reform 
proposal

Job/Employment Jobs, employment, income, minimum wage, support, small and medium-size enterprises (SMEs), wages, 
creation

<Table 5> Results of Topic Modeling

<Figure 4> Comparison of Sentiment Analysis of Employment Rate and Job/employment Policy
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trends in South Korea’s employment rate. In this 
example, we use the sentiment lexicon for general 
purposes, as proposed by Park et al. (2018). Using 
this lexicon, we could derive a sentiment polarity 
score of each news article and calculate the average 
score of positiveness for articles issued in the same 
period (see <Table B> in <Appendix>).

The positive sentiment of public opinion related 
to jobs/employment in <Figure 4> shows a similar 
pattern to the trend in the employment rate. In other 
words, the sentiment of public opinion on jobs/em-
ployment shows a similar trend to an actual economic 
indicator. 

In this example, news articles related to “finance” 
are analyzed using text mining techniques to derive 
keywords, and from that result, the change in the 
number of documents over time is analyzed. In addi-
tion, major topics are derived using topic modeling, 
and changes in the positive sentiment around 
“job/employment” and the employment rate over time 
are investigated simultaneously.

4.2. Text Mining on “Free Education” from 
News Articles

According to “Public Finance of Korea 2019” pub-
lished by the National Assembly Budget Office, health, 
welfare, and employment account for 34.2% of the 
2019 budget (approximately USD 135 billion out of 
USD 400 billion). Thus, policies regarding health, 
welfare, and employment are accorded utmost im-
portance in South Korea (NABO, 2019). If the scope 
of welfare is extended to education, environment, 
and safety, its share will amount to 50% of the total 
budget.

As welfare requires a large budget, policies must 
be designed to resolve social issues. Text mining analy-
sis can be used to investigate whether the proposal 

and implementation of welfare policies are appro-
priate based on the social issues in South Korea.

<Figure 5> shows that a large proportion of news 
articles about free education focus on free high school 
education. According to the results of frequency analy-
sis, free high school education has been a representa-
tive issue in Korea in recent years and has been a 
major issue for a long time.

Because free middle school education is provided 
in Korea, the number of articles that mention “high 
school” and “free high school” education has been 
increasing, and the issue became a major issue in 
2013. In fact, the Ministry of Education in South 
Korea announced a plan to implement free high school 
education sequentially starting in 2014 on the basis 
of the state affairs of the 18th Presidential Transition 
Committee. On May 31, 2013, the Ministry of 
Economy and Finance pledged to provide free high 
school education in the financial plan for future poli-
cies, which describes the financial resources needed 
to implement free high school education (MOE, 2018). 
However, because free high school education was 
canceled for some reason, mentions of free high school 
education exhibited a decreasing trend. Nevertheless, 
<Figure 5> suggests that the ongoing debate over 
free high school education has continued over the 
years. Free high school education once again received 
an explosive public response after the “Five-year 
Roadmap” in the 19th presidential election was un-
veiled in 2017. In 2019, the free high school education 
bill was finally completed with the passage of a plenary 
session of the National Assembly. 

The results of the sentiment analysis of public opin-
ion regarding free high school education are shown 
in <Figure 6>. The figure shows that public opinion 
changes over time according to government activities, 
and positive sentiment regarding free high school 
education increased when it finally passed the plenary 
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session of the National Assembly.

Ⅴ. Topics for Future Financial 
Research Using Text Miming

Text mining is a technique for dealing with un-
structured text data. It has the advantage of accurately 
describing actual phenomena by avoiding the re-
searcher’s bias that appears in the analysis process. 
In addition, it enables systematic analysis based on 
verified statistical methodologies and provides the 
ability to obtain useful information that was previously 

difficult to find. In the field of financial information, 
text mining is used as a tool for analyzing and evaluat-
ing current and past phenomena as well as for predict-
ing future phenomena.

Keywords related to a specific topic can be checked 
over time, making it easy to identify differences in 
texts before and after a phenomenon to be observed. 
For example, by analyzing news articles, social media 
posts, or texts from online communities to derive 
the most frequently cited content related to the estab-
lishment of a local transport policy, a researcher can 
easily observe the actual demand and requirements 
related to the policy. As in the example analysis of 

<Figure 5> Number and Proportion of News Articles Containing “High School” and “Middle School”

<Figure 6> Changes in Public Sentiment Regarding Free High School Education 
(Higher Scores Imply More Positive Sentiment)
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free education discussed above, trends in keywords 
from the past to the present can be analyzed over 
time, and long-term and short-term changes in these 
trends can be identified before and after actual policy 
changes. The results of analyses across data from 
the past and present can serve as the basis for designing 
and predicting the future. The results of public opinion 
surveys on policies not only help in identifying policy 
demands and establishing correct policy directions 
but also enable fair budget allocations and appropriate 
finances to be secured in the future. Thus, it is neces-
sary to judge accurately past and present situations 
and prepare for the future, and this goal can be ach-
ieved through text mining techniques. The research 
topics that must be addressed in the field of financial 
information with text mining are listed in <Table 
6>.

First, building a domain-specific corpus is very 
important to discover various aspects of the text in 
a specific area of research because the result of text 
mining is highly dependent on textual data. A senti-
ment lexicon for sentiment analysis in finance is also 
necessary. Without a corpus or lexicon prepared for 
the financial field, it is difficult to obtain robust results 
of financial research using text mining, and fur-
thermore, it might draw an unexpected conclusion 
that is different from the real world. According to 
the Loughran and McDonald (2011), the sentiment 
lexicon for the general purpose could mislead the 
text mining result in financial texts. However, there 
are a few studies in building a corpus, and a lexicon 
for the financial sector is required for further studies 
using text mining techniques. It can be achieved by 
constructing domain-specific dictionaries by con-

No. Subject Description

1 Build a Corpus of 
Financial Information

- A corpus for text mining research in the field of financial information should be built.
- Once a financial information corpus is established and disclosed, various text mining studies 

related to financial information can be conducted.

2 Detect Financial Execution 
Anomalies 

- Incorrect financial execution is detected by identifying instances of budget wasting by 
government agencies, including local governments, and cases of policy execution in a different 
form from the plan, using news articles or SNSs.

- Transparency in financial execution can be enhanced by increasing the number of public 
opinions on financial information.

3 Evaluate Policies 
(businesses)

- Policy evaluation combines text analysis results and department-specific data. A financial 
business performance management system can be established by integrating department-specific 
data, text data, and analysis results.

- Policy decisions and future development directions can be supported by providing project 
evaluation information combining text analysis results and departmental data.

4 Discover Policy Blind 
Spots

- Public opinions from various media can be analyzed to identify core policies that do not 
effectively address social issues.

- Financial and policy support measures can be prepared for socially underprivileged groups 
with difficulty forming public opinions.

5 Provide Budgeting 
Support

- Combining quantitative and qualitative data can help to support local governments or 
government budgeting.

- Effective budget deliberation is possible by minimizing unnecessary disputes and focusing on 
detailed budget planning discussions.

<Table 6> Proposed Research Topics Using Text Mining with Financial Information
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sensus by professionals or related research or making 
corpus or lexicon using statistical approaches or ma-
chine learning techniques.

Second, many organizations are trying to detect 
anomalies in finance, which might initiate a tremen-
dous loss of money as well as credibility. In the case 
of public finance, it is hard to find financial execution 
anomalies because of the scale of money and the 
complexity of the system. For these reasons, those 
anomalies are usually discovered by news articles or 
are broadcast in both a direct and an indirect way. 
Text mining would simplify the process of finding 
hidden anomalies quantitatively and would also help 
to provide useful information to decision-makers, es-
pecially in government budgeting. Based on quantita-
tive results, distinguishing documents that include 
abnormal information can be achieved using text min-
ing techniques such as document classification and 
clustering.

Third, the use of text mining will help to evaluate 
financial execution or policies related to finance. 
Although public opinion should be collected very 
carefully to be analyzed, biased researchers could in-
fluence a survey or a questionnaire to collect the 
opinions and it also requires tremendous amounts 
of time and money. However, sentiment analysis can 
be used to comprehend a diversity of public or pro-
fessional opinions with minimizing stereotypes and 
broadening the view of the issue. Indeed, it can save 
a lot of time and money from collecting to analyzing 
data as well.

Fourth, discovering policy blind spots becomes in-
creasingly important for many reasons. This is im-
portant because recognizing unknown facts can lead 
decision-makers in the right direction. Text mining 
allows the discovery of inherent topics in textual data, 
which are hard to deduce without background 
knowledge. For example, companies can modify their 

policies after discovering key operational knowledge, 
while Government organizations can achieve social 
justice after discovering issues regarding unprivileged 
groups that it did not recognize. As it is based on 
a statistical approach, unexpected topics can emerge, 
which could be very helpful to decision-makers. Topic 
modeling, a novel text mining technique, can identify 
topics in a document automatically.

Lastly, providing budgeting support is a promising 
topic because correct budgeting is very hard to ach-
ieve and needs both quantitative and qualitative in-
formation to make better decisions. As text mining 
techniques use quantitative approaches, the result 
would be reliable and useful. Next, text mining can 
help sift through and isolate several topics or issues 
from tons of documents. Classification or clustering 
the important textual materials would be very helpful 
for decision-makers. Moreover, text mining can help 
government decision-makers to recognize the main 
issue of underprivileged people by providing various 
information from, not only statistical data, but also 
social media, news articles or investigation reports.

5.1. Building a Corpus of Financial 
Information

In order to conduct text mining analysis using 
financial information, it is necessary to build a corpus 
suitable for financial information. In the field of natu-
ral language processing, a corpus is a major resource 
that determines the quality of text analysis. Thus, 
countries with their own languages are trying to build 
their own corpora. The U.S. has built about 300 billion 
English corpora, whereas China has about 80 billion 
words, and Japan has approximately 15 billion words. 
However, to analyze various finance-related texts in 
English, Chinese, and Japanese, it is necessary to estab-
lish a corpus suitable for the field of financial 
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information. When such a corpus is established, un-
necessary pre-processing procedures can be reduced, 
helping to prevent the distortion of results and thereby 
creating the necessary conditions for various studies.

5.2. Detecting Financial Execution Anomalies

Fraud detection is a technology that attracts atten-
tion in the field of big data analytics, and it is used 
in various fields, such as industrial sites, network 
management, and advertisement services. Specifically, 
it is widely used in the financial sector to facilitate 
the detection of fraudulent card use. For example, 
the U.S. Treasury Department continues to refer to 
text mining or text analysis in its Annual Privacy 
Report, meaning that text mining is necessary for 
analysis. Moreover, the U.S. House of Representatives 
also recently passed a bill to continue research using 
such technologies as text mining and blockchain in 
the Financial Crimes Enforcement Network (USDT, 
2015).

In budgeting, anomaly detection also can be used 
to identify cases in which a budget is not properly 
executed owing to wasted money or incorrect demand 
forecasting, thereby creating the necessary structures 
for responding at the appropriate time. Once a system 
that monitors and evaluates whether a budget is being 
properly executed using regional news, SNS posts, 

or the minutes of related organizations or local govern-
ments is established, unnecessary budget allocation 
waste can be prevented, and transparency in budget 
execution can be secured. <Figure 7> shows the steps 
involved in the anomaly detection system for financial 
execution.

5.3. Evaluation of Policy Programs

One of the biggest advantages of text analysis is 
that it can analyze public opinion efficiently and effec-
tively while minimizing the distortion caused by the 
researcher’s bias. For instance, the results of im-
plemented public welfare policies can be evaluated 
through public opinion. Using topic modeling, it is 
possible to identify the main social issues to compare 
with current policies to determine whether those is-
sues are already properly detected and treated by 
the government. Furthermore, by performing senti-
ment analysis on each topic, policies can be evaluated 
by estimating the public’s positive and negative 
sentiments.

Specifically, if a performance management system 
combines qualitative data and text information and 
uses these data to measure and evaluate performance, 
it not only helps in organizing and executing effective 
budgets but also enables correct decision-making as 
an indicator of policy decisions and directions for 

<Figure 7> Example Anomaly Detection System for Financial Execution
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future development. As a result, a performance man-
agement system that uses textual information will 
be able to meet internal and external demands more 
accurately.

5.4. Discovering Policy Blind Spots

Text mining can derive information on major issues 
and simultaneously detect non-mainstream public 
opinions. For example, when deriving information 
on a topic covered by public opinion through topic 
modeling, not only do issues that are mentioned at 
a high frequency stand out, but important topics that 
are not found in the flow of public opinion can also 
be discovered. Specifically, text mining is believed 
to be of great help in addressing “policy blind spots” 
for the socially weak.

South Korea’s Social Security Information Service 
(SSIS) operates an information system with the aim 
of identifying welfare blind spots and efficient finan-
cial management using data from each ministry in 
various ways. The SSIS plans to develop welfare serv-
ices from “letting people apply” to “finding people 
in advance” by automatically identifying the socially 
underprivileged by 2040. In 2018, more than 130,000 
people in welfare blind spots and 50,000 children 
suspected to be crisis victims were identified and 
successfully supported by SSIS.

As such, it is necessary to support budgeting and 
policy establishment for socially disadvantaged people 
who fall into policy blind spots. Furthermore, this 
activity should be carried out across other fields, such 
as education, defense, local government, and 
employment. Text mining techniques, such as topic 
modeling, sentiment analysis, and social network anal-
ysis, can allow the government to achieve the goal 
of identifying the socially underprivileged by discover-
ing policy blind spots in an innovative way.

5.5. Support for Budget Planning

Monitoring and evaluating budget and policy ex-
ecution through text mining can enable efficient ex-
ecution of the budget, proper implementation of poli-
cy, and necessary policy establishment, reducing in-
efficient work that requires substantial time and 
money. For example, discussions and disputes without 
compromises on policies and interminable con-
frontations in budget planning and execution often 
lead to inefficiencies in policy programs. Time and 
money are therefore wasted on inefficient debates 
even though in-depth analyses of more detailed con-
tent are required to discuss numerous policy projects 
efficiently; as a result, appropriate budget execution 
cannot be implemented in a timely way.

Recently, services that support automated budget-
ing have emerged to improve transparency, effective-
ness, and efficiency in government budgeting (OPM, 
2021). An automated budget system can achieve a 
high level of transparency in managing the budgeting 
process and can foster close interactions between vari-
ous ministries to enable appropriate budget allocation 
and execution (Accenture, 2014). Following this trend, 
text mining techniques can be used to identify public 
opinion, discover policy blind spots, and calculate 
the budget. At the same time, if quantitative data 
analysis and machine learning techniques are per-
formed simultaneously, it is believed that basic refer-
ence materials necessary for budget planning can be 
derived.

The use of text mining in budget planning can 
benefit from clearing blind spots by identifying policy 
demands, discovering recent trends and issues in pub-
lic opinion, presenting basic policy suggestions, and 
enabling in-depth discussions on detailed policies. 
In addition, because this process proposes a frame-
work for budget proposals based on analyses of past 
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budget proposals, current issues, and the foreseeable 
future, it is expected to enable more transparent budg-
et planning and execution and policy establishment 
and execution.

Ⅵ. Conclusion and Contribution

6.1. Conclusion

Text mining is a technique for analyzing textual 
data, which accounts for about 80% of total data. 
It has the advantage of providing richer information 
relative to general data analysis. In addition, potential 
key features of text mining include data unbiasedness, 
efficiency, effectiveness, and the possibility of deriving 
new information.

Although text mining is widely used across most 
fields and provides various advantages, text mining 
in the field of financial information is still in an early 
stage compared to other fields. However, it is encour-
aging that several studies in related fields are being 
conducted overseas, and institutions and companies, 
such as countries’ national banks, government organ-
izations, and corporations, are trying to apply text 
mining techniques to improve their analyses and ob-
tain informative results.

Building a corpus of financial information is neces-
sary to encourage text mining studies in finance. 
Several goals can be achieved using text mining techni-
ques, such as detecting financial execution abnormal-
ities, evaluating policy projects, and discovering policy 
blind spots. In addition, it is possible to conduct re-
search to support organizations in budget preparation 
using machine learning techniques and to improve 
economic models in the financial sector by combining 
various additional pieces of information derived from 
text mining. 

6.2. Discussions and Contributions

This study provides a literature review, as well 
as practical examples that help to understand the 
benefit of text analysis and how text mining techniques 
can be applied in the financial sector. We describe 
text mining techniques and related studies to help 
understand how it works and what has been 
conducted. It is important to review text mining stud-
ies in finance because this would encourage re-
searchers or practitioners to use text mining 
techniques. Aziz et al. (2022) also pointed out that 
only a few applications of machine learning for finan-
cial problem have been published in finance journals. 
Likewise, there are still many financial problems to 
be enhanced using text mining applications. We be-
lieve that our review of text mining in finance will 
spur the interest of researchers to conduct more devel-
oped studies.

This study has both academic and practical 
implications. From an academic perspective, it pres-
ents a comprehensive review of the literature on text 
mining to broaden understanding of the major issues 
related to textual analysis in the financial sector. In 
addition, textual data, such as online posts, comments, 
news, and even words in video and audio sources, 
can provide a wealth of information that can lead 
to new insights in finance and fiscal policy. Moreover, 
several text mining technologies that are mainly used 
in this sector are discussed to support the selection 
of methods affiliated with the study objectives. 

From a practical perspective, our work presents 
several studies and reports to provide deeper insight 
into the practical applications of text mining 
technologies. As this review widens the possibility 
and potentiality of text mining in the field of finance, 
organizations can be encouraged to use this technique 
in a variety of contexts. In addition, practical examples 
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of text mining in Section 4 are a guide to using technol-
ogy in the financial sector. Based on a review of 
the relevant literature and text mining technologies, 
we also suggest future research directions and tasks, 
as well as its necessity and feasibility to apply text 
mining to analyze data in the fiscal policy in Section 
5. It would be a sound blueprint for the practitioners 
who want to broaden the boundary of their application 
as it could encourage the application of text mining 
techniques in finance more actively as a practical 
method.

Therefore, we believe this study could be beneficial 
to researchers and practitioners in finance. However, 
our study has the following limitations: First, the de-
tailed impact or influence of text mining on the finan-
cial sector could be analyzed and measured in further 
studies. Second, in addition to the descriptive ap-
proach, it would be better to include predictive and 

prescriptive approaches to the example of text mining 
applications in future work. Third, the result of prac-
tical examples could be qualified, and these should 
be verified carefully to apply to the real world. Lastly, 
this study only focuses on the usefulness of text mining 
in financial sector and provides the practical applica-
tion on fiscal policy in South Korea. In order to encour-
age financial research using text mining, it is necessary 
to first develop a corpus containing useful financial 
texts, and various examples of text mining. 
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<Appendix>

Topics Keywords

Economy/Finance economy, exports, growth rate, economy, interest rate, growth, Korea, Bank of Korea, forecast, governor, 
fiscal policy, slowdown

Employment/Welfare union, payment, child, wage, allowance, income, support, childbirth, household, predecessor, in-house, labor 
and management, children, workers, childcare

Public Institutions fund, public institution, culture, audit, foundation, institution, public enterprise, operation, auditor, financial 
stabilization, accumulation, contribution, art, operation, establishment

Education/Welfare
education, school, Office of Education, Nuri Course, Provincial Office of Education, Superintendent of 
Education, education finance, students, Ministry of Education, grants, free meals, budget, kindergarten, 
local education finance grants, local, university, limited, Ministry of Education, tuition, support, project

Education/Policy private high school, student, education, school, selection, high school, general high school, selection, SAT, 
application

Transportation/
Infrastructure

project, litigation, railway, construction, Ministry of Land, road, four major rivers, private investment, private 
investment project, judgment, section, construction, promotion, toll fee, KORAIL, bus, city bus, route, 
completion system, fees, subsidies, public transportation

National/Financial

government, tax revenue, deficit, budget, expenditure, income, increase, national debt, income and 
expenditure, contrast, finance, forecast, fiscal soundness, budget proposal, supplementary, economy, 
government, organization, execution, finance, Ministry of Strategy and Finance, expansion, Minister, 
investment

International/Economy
China, Korea, Governor, conference, Minister, Ministry of Finance, economy, finance, BOK, Asia, global, 
loan, trade, world, attendance, fiscal cliff, United States, negotiation, index, decline, dollar, stock market, 
rise, Obama, settlement, record, republican

Company/Industrial
industry, support, company, fostering, small and medium-sized business, start-up, investment, innovation, 
field, region, construction, creation, competitiveness, attraction, industrial complex, company, Japan, energy, 
material, parts, regulation, investment

Ministry of 
Finance/Information

reorganization, Congressman, leakage, information, impression, Jaecheol Shim, Hankyung, Data, Ministry 
of Strategy and Finance, Office of Congress, Local Council, Auditor, Financial Information Service, D’Brain, 
Korea Financial Information Service, Ministry of Strategy and Finance, Ministry of Finance, planning, 
personnel, policy, general affairs

Health/Welfare health insurance, hospital, insurance, medical care, health care, patient, premium, health, coverage, medical 
expenses, deficit, medical treatment, medical expenses, nursing hospital, treatment

Fraudulent Supply and 
Demand

property, leakage, collection, payment, report, illegal supply, welfare, subsidy, detection, confirmation, salary, 
recipient, amount, payment, secretary hospital

North Korea North Korea, North and South, Korean Peninsula, unification, security, peace, diplomacy, provocation, 
missile

Incident/accident

financial application, prosecution, court, case, non-prosecution, dismissal, disposition, charge, prosecution, 
lawmaker, prosecutor, accusation, violation, accusation, objection, auditor, audit, corruption, investigation, 
detection, police, statistics, investigation, public official, allegation, Unfairness, embezzlement, prosecution, 
crime, prosecution, president, prosecution, investigation, suspicion, government, police, people, NIS

Safety/facility safety, installation, Gwangju city, facilities, road, firefighting, bicycle, rearrangement, construction, Nam-gu, 
area, accident, city, manual, Gwangju

<Table A> The List of Topics from the News Articles that Contain “Finance” in Contents
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Topics Keywords

Safety/Disaster Buk-gu, Daegu, Asan-si, Gyeongbuk-do, Busan, Gyeongbuk, Guje Station, Gangwon-do, Kim Jae-jeong, 
Das, Hoengseong-gun, Jeongseon-gun, Jeonju, metropolitan

Pension/Welfare pension, national pension, public employee pension, basic pension, estimate, public official, reform, reform 
proposal

Job/Employment jobs, employment, income, minimum wage, support, small and medium-size enterprises (SMEs), wages, 
creation

Disaster disaster, reorganization, river, damage, safety, Sewol ferry, MERS, road, park, maintenance, typhoon, accident, 
facility 

Finance/Evaluation

project, evaluation, ministries, insufficient, Ministry of Strategy and Finance, management, performance, 
Ministry of Finance, fine dust, budget, Iksan City, financial projects, civil petition, results, evaluation, 
selection, excellent, finance, grade, local government, soundness, local government, field, reduction, festival, 
incentive, national, operation, efficiency

Politics

Member of Parliament, Representative, Democratic Party, Chairman, Saenuri Party, House Representative, 
Free Korea Party, general election, National Assembly Member, election, presidential election, running, 
National Assembly, Bae Jae-Jung, election, elect, Ministry of Finance, Transition Committee, Minister, 
mobile, fuel tax, cut, work report, price, countermeasures, family site, official, ministries

Tax taxation, reduction and exemption, special order, possession tax, real estate, tax, deduction, tax, tax rate, 
corporate tax, income tax, tax, non-taxation, reorganization, taxation

Local/Autonomous

committee, ordinance, integration, participation, committee, ordinance, composition, residents, opinion, 
operation, presentation, Chairperson, Cheongju City, Budget, hosting, local government, Suwon, local 
government, local finance, Gyeonggi Province, Ministry of Government Administration and Home Affairs, 
Seongnam City

Local/Financial

financial independence, local government, average, nationwide, autonomous district, local tax, financial 
independence, Jeonnam, collection, arrears, Seoul, income, ratio, Gwangju, share, local government, local 
tax, local finance, acquisition tax, burden, local, government, local consumption tax, subsidy, finance, 
reduction, increase, local government, conservation, Gyeonggi-do, Gyeongnam-do, brand, Gyeongnam, 
answer, Changwon-si, company, investigation, store, Jinju-si, Changwon, Yangsan-si, Miryang-si, 
Hamyang-gun, sales, financial crisis, Local debt, debt, repayment, issuance

Local/Business citizen, village, support, education, participation, activity, program, area, held, business, operation, center, 
workshop, offer, event

<Table A> The List of Topics from the News Articles that Contain “Finance” in Contents (Cont.)
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Date Negative Positive Neutral Pos_rate
2010Q1 348 197 13 0.353047
2010Q2 163 163 5 0.492447
2010Q3 222 117 3 0.342105
2010Q4 232 165 13 0.402439
2011Q1 77 94 2 0.543353
2011Q2 220 97 5 0.301242
2011Q3 319 133 5 0.291028
2011Q4 129 107 8 0.438525
2012Q1 554 417 12 0.424212
2012Q2 214 61 0 0.221818
2012Q3 82 48 3 0.360902
2012Q4 179 100 2 0.355872
2013Q1 201 123 3 0.376147
2013Q2 66 81 3 0.54
2013Q3 111 107 1 0.488584
2013Q4 152 109 0 0.417625
2014Q1 262 110 4 0.292553
2014Q2 110 97 3 0.461905
2014Q3 208 141 4 0.399433
2014Q4 47 80 2 0.620155
2015Q1 109 94 1 0.460784
2015Q2 327 220 2 0.400729
2015Q3 134 105 1 0.4375
2015Q4 67 37 1 0.352381
2016Q1 87 87 1 0.497143
2016Q2 554 320 18 0.358744
2016Q3 180 94 7 0.33452
2016Q4 113 143 2 0.554264
2017Q1 93 130 2 0.577778
2017Q2 234 198 3 0.455172
2017Q3 377 587 10 0.602669
2017Q4 315 180 0 0.363636
2018Q1 592 592 6 0.497479
2018Q2 1081 888 4 0.450076
2018Q3 1542 1196 1 0.436656
2018Q4 491 367 0 0.427739
2019Q1 629 489 2 0.436607
2019Q2 691 537 1 0.436941
2019Q3 404 456 0 0.530233
2019Q4 944 1077 0 0.532905

<Table B> Quarterly Polarity Score of News Articles about “Job/employment”
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