
Ⅰ. Introduction

Sentiment analysis is one of the tasks of machine 
learning systems that take text, videos, images, and 
voice data for detecting sentiments (positive, negative, 

or neutral) expressed in those data. Sentiment analysis 
can be done at a document level, sentence level, and 
word level. Generally, the sentiment analysis task gives 
the overall polarity of the sentence, paragraph, and 
document. But detecting sentiments expressed in each 
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sentence with respect (for example, ‘display’ of a cam-
era) to a particular aspect which is called aspect-based 
sentiment analysis was a challenging task. In the digital 
data era, enormous amounts of text data as opinions 
with respect to various domains such as healthcare, 
retail, service, and education are populated over social 
media by human beings every second. To create an 
aspect-based sentiment analysis model, three different 
flavors of machine learning algorithms such as su-
pervised, unsupervised, and reinforcement learning 
can be used. Aspect-based sentiment analysis 
now-a-days is widely performed by creating a model 
using supervised learning approaches and training 
the model with past data, whereas the Reinforcement 
Learning (RL) methods are rarely used for creating 
aspect-based sentiment analysis models. 

The supervised and unsupervised learning methods 
are struggling to work with a dynamic unknown 
environment. Hence, the research focus is now on 
reinforcement learning for handling dynamic data 
to perform various Natural Language Processing 
(NLP) tasks such as text analytics. Instead of making 
models and giving more training with massive past 
datasets, making RL-based models that learn on their 
own to do NLP tasks would be a better alternative 
to the supervised learning models. In RL-based mod-
els, the agents mimic the human beings by observing 
the environment like humans through returns (or 
rewards) received from the environment and changing 
its state by an action based on the rewards. So, the 
RL approaches handle unknown environments effec-
tively for the learning process. Constructing an as-
pect-based sentiment analysis with reinforcement 
learning has a lot of challenges such as designing 
rewards, configuring actions, managing time, and per-
forming multiple tasks in parallel. But, Deep 
Reinforcement Learning (DRL) (Mnih et al., 2013) 
overcomes these challenges by performing all afore-

mentioned tasks on its own. DRL approaches (Chu 
et al., 2020) were good at performing multiple tasks 
in parallel using multiple agents to detect aspect-wise 
sentiments, since detecting polarity, negation, and 
aspect need to be performed in parallel. 

DRL is a hierarchical learning algorithm that com-
bines the power of deep learning, reinforcement 
learning. DRL have been widely used in various fields 
such as gaming (Goldwaser and Thielscher, 2020), 
healthcare (Jonsson, 2019), retail (Boute et al., 2021), 
smart grid (Yu et al., 2020), NLP (Wang et al., 2018) 
and robotics (Liu et al., 2021) that are sequential 
decision making, time-related, and accept delayed 
feedback. 

An intelligent bot was created to suggest products 
to the consumer by tracking their past online behavior 
(Shahmanzari and Ozkan, 2014). The proposed bots 
also increased retailer sales. The proposed model was 
constraint-based and explicit rules dependent. The 
intelligent bots generated recommendations of inter-
esting products to the consumers. Hence, designing 
such intelligent bots using DRL agents that process 
customer live review text will track the online behavior 
of consumers. The proposed model suggests interest-
ing products which are based on the policy adopted 
by DRL. 

Bank chat bot was created by combining NLP, 
classification algorithms and vectorization for serving 
the customer (Kulkarni et al., 2017). It removed hu-
man efforts and gave 24/7 customer support for in-
creasing productivity. Bag-Of-Words (BOW) method 
was used to convert text data into vector format. 
Using predefined possible set of questions with an-
swers, the system responded to all possible set of 
customer questions. Since, the system was developed 
using classification algorithms, the system will be able 
to respond only to the available questions. DRL ap-
proach will improve the system to understand all 
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possible live questions raised by the customers. 
Social bots are software programs that were used 

in election campaigns by creating personalized prefer-
ences without internet users’ interaction (Keller et al., 
2019). Social bots were used in various online platforms 
such as Twitter and GitHub for generating and analyzing 
the contents in the platforms. Creating these social bots 
using DRL algorithms will help the system to read and 
analyze contents from the social media effectively.

The usage of DRL in the field of NLP was limited 
due to the difficulties in understanding text without 
training. Also, aspect-based sentiment analysis on cus-
tomer reviews was not performed using DRL. The 
performance of the existing aspect-based sentiment 
analysis using RL algorithm (Chen et al., 2019) was 
not satisfactory in terms of accuracy. The results of 
the aspect-based sentiment analysis model developed 
by the DRL algorithm using live datasets were better 
than the aspect-based sentiment analysis system devel-
oped using supervised learning algorithms. 

Based on the observations from the previous works 
using reinforcement learning and DRL, it was found 
that the deep reinforcement learning algorithm can 
be used for aspect-based sentiment analysis of live 
review text data and generate better results in terms 
of accuracy. Also, it was found that the deep reinforce-
ment learning algorithm was not used yet for as-
pect-based sentiment analysis. So, a new framework 
named Aspect-based multi-agent Deep Reinforcement 
learning Sentiment Analysis (ADRSA) was proposed 
for detecting sentiments based on particular aspects 
expressed in the customer product reviews in the 
online shopping portal. The proposed system added 
[aspect, sentiment] label pairs on each input review 
sentence by three agents simultaneously in which 
one agent detected aspect and another two detected 
sentiment polarity. In the proposed framework, the 
policy network was designed using State Action 

Reward State Action (SARSA) algorithm for observing 
the environment and the Bidirectional Encoder 
Representations from Transformers (BERT) model 
for detecting aspect-wise sentiments. 

The RL agents read a sentence word by word from 
the environment and each word should be verified 
with the help of its inbuilt sentiment word dictionary 
and gets a reward or return from the environment. 
Based on the reward, it then decides whether the 
sentence can be considered for further process or 
not. Finally, it labels the given input review sentence 
with aspect and polarity. So, the proposed framework 
for aspect-based sentiment analysis of customer re-
views uses deep reinforcement learning algorithm 
with three agents to interact with the environment 
in parallel for detecting sentiment word, negation 
term, and aspect term in parallel and assigned two 
labels such as sentiment polarity and aspect category 
to each input review sentence. The proposed frame-
work was the first of its kind for aspect-based senti-
ment analysis of product reviews using deep reinforce-
ment learning that processes the dynamic datasets 
without the help of any training datasets. The proposed 
model can perform aspect-based sentiment analysis 
on customer reviews of all sectors like education, 
healthcare, agriculture, and hotel reviews effectively. 
The contributions of the proposed aspect-based senti-
ment analysis of product reviews using multi-agent 
deep reinforcement learning are framework as follows:

 SARSA algorithm for constructing the policy 
network of the RL agent to decide the action

 BERT model for aspect word, negation word 
and sentiment word detection by DRL agent

 Environment setup based using the dynamic cus-
tomer text review dataset

 Multiple DRL agents to perform aspect de-
tection, negation, and sentiment word detection 
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by interacting with the environment
 Knowledge building as an index of word corpus 

for aspects, negation and sentiment words

The remaining part of the paper was organized 
in the following order. In section II, similar works 
carried out using RL were described and in section 
III various deep reinforcement learning strategies were 
elaborated. In section IV, the proposed system meth-
odology was presented and in section V, the ex-
perimental results were discussed.

Ⅱ. Related Works

The contributions of reinforcement learning algo-
rithms in the sentiment analysis task were not very 
impressive. Recently, the need for reinforcement 
learning algorithms is gaining importance on senti-
ment analysis tasks in various domains that need 
to handle live datasets.

2.1. Sentiment Analysis Using RL Algorithms

The RL algorithm was used to develop a system 
that mimics human cognition for identifying senti-
ments expressed on the given text sentences (Yang 
et al., 2019). Using RL policy grade procedure for 
acquiring the representation of the context was pre-
sented in the input review text sentences. But this 
system failed to extract long-distance context words 
from the input sentences. A system for Chinese senti-
ment analysis was developed by learning phonetic 
information from both pinyin token corpus and audio 
clips using the RL algorithm (Peng et al., 2021). 
Though RL was used for sentiment analysis, the pro-
posed system did not perform aspect-wise sentiment 
analysis. A novel framework for natural language was 

presented to detect interpreting negation using the 
RL algorithm without manual labeling for each word 
(Pröllochs et al., 2020). The proposed system ex-
perimented on movie reviews and attained 50.20% 
accuracy on detecting negation terms. The proposed 
model performed negation detection only at the docu-
ment level. A description-based text classification 
method using a RL algorithm was proposed for gen-
erating descriptions automatically (Chai et al., 2020). 
The proposed work required explicit guidelines for 
what to classify which was a time-consuming task. 
A model using RL algorithm was developed for generat-
ing sentiment-based reward from state representation 
(Deshpande and Fleisig, 2020). The proposed model 
used sentiments of text descriptions for generating re-
wards and did not concentrate on the aspects. A novel 
framework that was designed using the RL and Long 
Term Short Memory (LSTM) was built for word-level 
sentiment analysis (Chen et al., 2019). In the proposed 
framework, the sentiment polarities such as positive, 
neutral, and negative were considered as actions to be 
performed by the agent. The proposed model detects 
sentiment from each review sentence, but the aspect 
detection on each sentence was not performed. 

2.2. Sentiment Analysis Using DRL Algorithms

A framework using a hierarchical RL method was 
developed for document-level aspect-based sentiment 
classification (Wang et al., 2019). The proposed model 
experimented on the trip user, trip advisor, and 
BeerAdvocate public datasets with the accuracy of 
62.97%, 52.71%, and 43.41% respectively. The pro-
posed system did not concentrate on the negation 
detection and aspect-opinion co-extraction. A frame-
work for aspect-based sentiment analysis using hier-
archical RL was presented with three-level subtasks 
such as sentiment polarity extraction, opinion, and 
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aspect term extraction (Yu et al., 2021). The proposed 
framework performed the subtask as a sequential proc-
ess that was a time-consuming task. 

2.3. Sentiment Analysis Using Hierarchical 
RL Algorithms

Hierarchical RL algorithms are based on hierarchies 
of policies. A novel approach with a clause-level struc-
ture using DRL was developed for sentiment analysis 
(Zhang et al., 2019). In the proposed approach, feed-
back of sentiment classifier and trial-and-error-search 
method was used to discover the clause-level structures 
in the utterance in the multi-model fashion. They 
structured the system using LSTM for training the 
policy and performed sentiment classification with 
positive and negative categories. The proposed model 
was compared with the state-of-art methods such as 
Deep Averaging Network (DAN), Hierarchically 
Structured LSTM (HS-LSTM), Temporally Selective 
Attention Model (TSAM), and Hybrid Deep Multimodal 
Structure (H-DMS). The accuracy of the proposed model 
was not satisfactory with the benchmark datasets. A 
framework based on DRL and sentiment analysis was 
presented for stock market trading (Zhang, 2019). Since 
the proposed framework used a proximal policy opti-
mization algorithm as RL algorithm for policy network 
and Convolutional Neural Network (CNN) model for 
sentiment classification, the framework required more 
training. A model using DRL was constructed for portfo-
lio allocation by utilizing market sentiment dynamically 
from the real world (Koratamaddi et al., 2021). Since 
the model was developed using a single agent, it was 
able to address only a single domain. 

2.4. Comparative Analysis of Related Works

Based on the comparative analysis of related works 

as presented in <Table 1>, the aspect-based sentiment 
analysis was performed on Laptop, restaurant, Twitter, 
Trip user, Trip advisor and BeerAdvocate datasets 
with the highest accuracy of 83.50%. But the proposed 
model achieved better accuracy of 86.62%, 97.94% 
and 97.80% on Movie Review (MR), Amazon Mobile 
(AM) review and Amazon Food (AF) review datasets 
respectively. Various models (Wang et al., 2019; Yang 
et al., 2019) were developed for aspect based sentiment 
analysis using reinforcement learning with policy gra-
dient and delayed reward function, but they failed 
to process long distance sentences and negation 
sentences. The proposed model overcomes these issues 
by having multiple agents that interacted with the 
environment in parallel and implementing DRL agents 
using the BERT model.

Ⅲ. System Methodology

The proposed ADRSA framework, shown in 
<Figure 1>, was made up of an environment and 
various agents such as aspect detection, sentiment 
word detection, negation detection, and class label 
generator. Each agent of the proposed model generates 
output as action based on state value and gets delayed 
reward from the environment. Sentiment word de-
tector, Negation word detector, and Aspect word de-
tector agents process the input product review sen-
tence from the environment simultaneously. The out-
put of the Sentiment Word Detector agent and 
Negation Word Detector agent were given to the 
Class Label Generator that performed the XOR oper-
ation to detect the correct polarity of the sentiment 
word. Finally, the given input sentence was labeled 
with aspect and polarity. Based on this value, the 
state of the input review sentence was updated. 
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Author & 
Year Datasets Accuracy 

(%)
F1 
(%)

Policy 
Network Reward Merits Limitation

Yang et al. 
(2019)

Laptop
Restaurant

Twitter

77.50
83.50
72.40

76.40
74.60
69.80

Policy Gradient 
algorithm

Delayed 
Reward

Aspect-level sentiment analysis 
with external

sentiment resources

Failed to extract 
long-distance 

context words from 
the input sentences. 

Peng et al. 
(2019)

Weibo
It168

Chn2000
Review-4
Review-5

75.75
86.12
85.45
90.42
90.03

_ Policy Gradient 
algorithm

Delayed 
Reward

Learn phonetic information out 
of pinyin (both from

audio clips and 
pinyin token corpus)

Did not perform 
aspect-wise 

sentiment analysis

Pröllochs et 
al. (2020)

IMDB Movie 
reviews 43.39 - Optimal Policy Simple 

Reward
Negation detection at the 

document level
No sentence level 
negation detection

Chai et al. 
(2020)

AGNews
20news

DBPedia
Yahoo
Yelp

IMDB

95.00
84.60
99.39
78.20
98.00
94.50

- Policy Gradient 
algorithm

Normal 
Reward

Explicit guidelines for 
what to classify

Time-consuming 
task

Deshpande 
and Fleisig 

(2020)

TextWorld 
output

ClubFloyd banter
- 89.80

75.19
Simple Policy 

algorithm
Dense 

Rewards
Generates rewards using 

sentiments of text descriptions

Did not 
concentrate on the 
aspects detection

Chen et al. 
(2019)

MR
AF review
AM review

78.90
95.10
93.50

- Policy Gradient 
algorithm

Delayed 
Reward

Detects sentiment from each 
review sentence No aspect detection

Wang et al. 
(2019)

Trip user
Trip advisor
BeerAdvocate

62.97
52.71
42.41

-

High-level 
policy and 
Low-level 

policy

Simple 
Reward 

and 
Delayed 
Reward

Aspect-opinion co-extraction 
from the input sentences

Did not 
concentrate on the 
negation detection 

Yu et al. 
(2021)

14Lap
14Rest
15Rest
16Rest

-

59.50
69.61
69.72
68.41

Stochastic 
policy and 

Policy Gradient 
algorithm

Simple 
Reward

Performed the subtask as a 
sequential process

Time-consuming 
task

Zhang et al. 
(2019)

CMU-MOSI
CMU-MOSEI

73.60
71.20

73.50
71.10

Policy Gradient 
algorithm

Delayed 
Reward

Feature Extraction - GloVe word 
embedding

Clause structures
detection - RL

Sentiment classification - LSTM

Less accuracy on 
the benchmark 

datasets.

<Table 1> Comparative Analysis of Proposed Model with Relevant Models
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3.1. Preprocessing

The sentences from the review were preprocessed 
to make it ready to feed the sentence to the proposed 
ADRSA framework. First, the noise removal task was 
performed on input review paragraphs for removing 
punctuations, special characters, and stop words. 
Then, all the words of the input product review sen-
tence were converted into lower case letters, and the 

sentences in the input product review paragraph were 
separated into different sentences based on the dot 
operator. Spell check was carried out on every input 
product review sentence using a standard dictionary 
and the misspelled words were converted into proper 
words. Then, tokenization was performed for splitting 
the words of the given sentences into individual 
tokens. Finally, a lemmatization task converts tokens 
into standard word forms.

<Figure 1> Proposed ADRSA Framework
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3.2. Environment

In the proposed model, the environment was con-
structed as a dynamic environment (<Figure 2>) using 
an input product review paragraph. Each word from 
the input review sentences was placed in each row 
of a matrix. The size of the matrix was dynamic 
based on the number of words in the review sentence. 
All the agents interacted with the environment using 
action and collected state and reward values.

3.3. Agent

Each agent (<Figure 3>) of the proposed ADRSA 
model was made up of an algorithm, memory base, 
filters, neural networks, and policy. Each agent inter-
acted with the environment by its algorithm. Each 
agent built its knowledge base from the experience 
by reading review sentences from the environment 
using state, action values, and received rewards from 
the environment. The agent used a filter for complet-
ing its tasks and savingtime. The agent was im-
plemented using the BERT (Devlin et al., 2019) base 
model. Input embedding in the BERT model was 
performed using position embedding, segment em-
bedding, and token embedding as follows:

 Position Embedding: The position of the words 
in the input product review sentence was ex-
pressed by the position embedding.

 Segment Embedding: The pair of sentences in 
the input product review was compared to find 
the relationship among them using segment 
embedding. 

 Token Embedding: The specific token from the 
input product review sentence was learned by 
BERT using token embedding.

The proposed model was working based on the 
various parameters shows in <Table 2>.

<Figure 3> Components of an Agent in 
Reinforcement Learning System

<Figure 2> Dynamic Environment of the Proposed RL Model
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Name of the Parameter Description
S State
A Action
st State at time t
at Action at time t
r Reward at time t
 Learning rate
 Discount factor
Q Q-value

maxα Maximum reward

<Table 2> Reinforcement Learning System Parameters

3.4. Reinforcement Learning algorithms

There are two variations of RL algorithms such 
as on-policy and off-policy are being used. The on-pol-
icy RL approach learns the values using the current 
action value, whereas the off-policy RL approach 
learns from the action values of other policies. Q-learn-
ing (Elavarasan and Vincent, 2020) and Deep 
Q-Network (DQN) (Hasselt et al., 2016) algorithms 
are the off-policy RL algorithms, whereas SARSA 
(Zhao et al., 2016) is an on-policy RL algorithm.

3.4.1. SARSA (State Action Reward State 
Action)

In the on-policy SARSA algorithm, the agent learns 
the value according to the current action which is 
created from the present policy. It was proved in 
the proposed work that the SARSA algorithm worked 
better in the NLP problem. Among all RL algorithms, 
SARSA results were very satisfactory. It is represented 
with quintuple of parameters (s, a, r, s′, a′), where 
s represents the current state, a represents the current 
action taken, r represents the reward after taking ac-
tion(a), s′ represents the next state and a′ represents 

the new action. Since it updates the values based 
on present action (a) and policy, the next possible 
action (a′) would be correctly chosen by the agent. 
Agent updates its knowledge frequently and uses its 
knowledge for further action selection. It updates its 
Q value based on the following mathematics equation 
(1) as follows: 

Q(s, a) = Q(s, a) + α(r+γQ(s’, a’) - Q(s, a)) (1)

The process of SARSA method was explained in 
the following algorithm as follows:

Algorithm SARSA

Initialize Q(s, a) arbitrarily for all s, a
Repeat (for each episode):
    Initialize s
    Choose a from s using policy derived from Q
    Repeat (for each step of episode):
         Take action a, observe r, s’
         Choose a’ from s’ using policy derived

from Q
         y=r + γQ(s’, a’)
         Q(s, a) ← Q(s, a) + α [y − Q(s, a)]
         s ← s’; a ← a’
    until s is terminal
endfor 

In SARSA, when an agent is in state s, takes action 
a, receives a reward r, and moves to the next state 
s′ based on a policy. The policy maps each state to 
a particular action. From the new state s′, the agent 
takes one of the state-action pair values from the 
current Q-table. In this algorithm, the target policy 
is the same as the behavior policy. Let x1, x2, …, 
xn be the sequence of texts in an input review sentence, 
the agent gets the reward after reading(a) each text 
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from the sentence and moves to the next text(s′) 
according to the policy. Here the policy says that 
if the input text is a polarity word (Example: good, 
bad, worthy, etc.) and there is an aspect word present 
before the end of the sentence, then the agent gets 
the reward of 1 for that aspect. Otherwise, the agent 
gets the reward of 0. If there is a polarity word without 
an aspect word, then the agent gets the reward for 
the overall category. 

3.4.2. Q-Learning Algorithm

The proposed ADRSA framework was also ex-
perimented with using a Q-learning algorithm. 
Q-learning is the value-oriented RL algorithm for 
finding optimal policy using Q-function. It is also 
called an off-policy algorithm which maximizes the 
Q-value. This algorithm first constructed the Q-table 
with all values set with 0. Then it chose an action 
randomly based on the epsilon greedy strategy. Based 
on the particular action, the values for state and reward 
were generated. Based on state and reward values, 
the Q-values of the Q-table were updated using bell-
man equation (2) as follows:

Q(st, at) = Q(st, at) + α(r(t+1) + γmaxα Q(s(t+1) , a) 
- Q(st, at)) (2)

The Q-value parameters were updated using a dif-
ferent approach. This states that future rewards are 
more important than immediate rewards. It was always 
set less than 0 to converge the algorithm. The maximum 
reward (maxα) helps to choose the optimal action.

3.4.3. Deep Q-Learning Algorithm

Deep Q-Learning algorithm estimates the Q-value 
function using deep neural network structure which 

generates all possible actions to be performed by RL 
agent. It uses memory to store all past experiences. 
So that using stored experience can find the best 
solution for the RL agent. It overcomes the Q-learning 
algorithm generality problem by neural network char-
acteristics which can generate unseen states. DQN 
works with two techniques namely practice replay 
and the separate target network. The experience replay 
solves the sample distribution problem by selecting 
samples from transition pool storage of transitions 
for updating the knowledge. A separate target network 
resolves the issues on fluctuations and stable training 
by resetting the target network which estimates the 
value for the Q function. DQN represent value func-
tion by deep Q-network with weight (w) which reduces 
Mean Square Error (MSE) loss based on equations 
(3), (4), and (5) as follows:

Q(st, at, w) ≈ Q’(st, at) (3)

Generally the output is derived from the following 
equation

Y(S, A, R, S’) = R + γmaxQθ(S’, A1) (4)

The loss function is calculated as follows:

Loss (θ) = E Y-U(D) [(Y-Q)2] (5)

3.5. Multi-Agent RL System

The proposed ADRSA system was designed with 
a dynamic environment that interacted with more 
than one agent in which the environment adjusted 
its matrix size based on the review text length. These 
systems are called multi-agent RL systems (<Figure 
4>). A single-agent RL system was designed to gen-
erate single output, whereas the multi-agent system 
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was needed where there was more than one output 
to be generated. Each agent in the multi-agent system 
functioned autonomously and interacted with the en-
vironment in parallel. 

For example, 
Input review: “battery life is shockingly good. 
Speaker sounds not up to mark and even volume. 
Design part I love it very much.”
Sentence-1: battery life is shockingly good.
    Agent-1 detects a sentiment word “good”
    Agent-2 detects negation term “shockingly” 
    Agent-3 detects an aspect “battery life”
Sentence-2: speaker sounds not up to mark and 

even volume. 
    Agent-1 detects a sentiment word “up to 

mark”
    Agent-2 detects negation “not” 
    Agent-3 detects an aspect term “speaker”
Sentence-3: design part i love it very much.
    Agent-1 detects a sentiment term “love”
    Agent-2 detects nothing because sentence 

doesn’t have negation term
    Agent-3 detects an aspect term “design”

3.6. Aspect Word Detection and Labeling 

Aspect word detection agent was implemented us-
ing the BERT base model (<Figure 5>) where it finds 
the semantic relationship between words present in 
the input review sentence and sub-words with the 
help of a transformer. The transformer consists of 
an encoder and decoder, where the encoder reads 
the input text and the decoder produces the output 
aspect label. Each word in the review sentence was 
processed with aspect corpus to detect specific aspects. 
It identifies the contextual relationship between the 
words in the given input review text with respect 
to the set of specific aspects such as battery life, display, 
camera, sound, performance, storage, value-for-money, 
and design. When it finds similar words of a given 
aspect, it adds the label to the sentence and gets 
a positive reward from the environment. 

The input review text sequence was added with 
the ‘CLS’ and ‘SEP’ tokens at the beginning and end. 
Then, the embedding of each token was created and 
sentence embedding was created. Transformer posi-
tional embedding was made and the aspect was 

<Figure 4> Multi-Agent Deep Reinforcement Learning System
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detected. The aspect categories its label, and its seed 
words of mobile phone, food, and the movie were 
presented in <Table 3> as follows:   

3.7. Sentiment Word Detection

The proposed model used the BERT model, a bidir-
ectional context-based language model, shown in 

<Figure 5> BERT Model for Aspect Detection

Domain Aspect Label Seed Words

Mobile

battery BAT battery, life, charge, last, power
display DIS display, screen, led, monitor, resolution
camera CAM camera, video, photo
storage STO storage, memory, ram, backup
sound SOU sound, speaker, volume, audio
design DES design, look, appearance

value-for-money VFM price, cost, money, value

Food

food FOO food, drink, meal, tiffin, dinner, lunch
quality QLT quality, taste
price PRI price, money, cost

quantity QTY Quantity

Movie

overall OVA movie, film

cast CAS act, acting, actress, actor, role, portray, character, villain, performance, performed, 
played, casting, cast

director DIR direct, direction, directing, director, filmed, filming, filmmaking, filmmaker, 
cinematic, edition, cinematography

story STO storyline, story, tale, romance, dialog, script, storyteller, ending, storytelling, revenge, 
betrayal, plot, writing, twist, drama

scene SCE scene, scenery, animation, violence, screenplay, action, special effect, stunt, shot, 
visual, props, camera, graphic

music MUS lyric, sound, music, audio, musical, title track, sound effect, sound track

<Table 3> Seed Words and Label for Aspect Categories in Mobile, Food and Movie Domain
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<Figure 6> for sentiment word detection from the 
input review sentence. BERT can read a whole sen-
tence on both sides and understand the context of 
the sentence. SentiWordNet 3.0 (Baccianella et al., 
2010) is a public lexical resource and it was used 
in this sentiment word detection agent for detecting 
the sentiment word from each given review sentence. 
A deep neural network using the BERT system per-
formed extensively to trace the sentiment words on 
more than 100 epochs. Since it is a bidirectional system 
using transformers it can overcome the drawbacks 
of the LSTM system. This task was quite easy, but 
it affects the results of sentiment analysis.

3.8. Negation Detection

Negation detection helps to classify the sentence 
correctly. Negation words affect the classification 
results. So, the presence of the negation words needs 
to be detected in each review sentence. Some of the 
words like ‘not’, ‘never’, ‘no’, ‘nothing’, ‘neither’, 
‘nowhere’, etc. change the polarity of the word positive 

to negative and negative to positive. This agent was 
implemented using the BoW model.

3.9. Sentiment Label Generation

The sentiment label generator received inputs from 
the sentiment word detection agent and negation de-
tection agent. It generated a sentiment label (Lpolarity)for 
an input review sentence after performing the ‘XOR’ 
operation between detected negation words and de-
tected sentiment word as per equation (6). It worked 
with the n-gram model to understand the given sen-
tence polarity exactly. When the negation word is 
followed by the sentiment word, it generates its output. 
Otherwise, it skipped the process and proceeded with 
the next sentence. 

Lpolarity = Lsentiment ⊕ Lnegation (6)

where, Lpolarity refers to final sentiment label, 
Lsentiment refers to label generated by sentiment detector 
agent and Lnegation refers to label generated by negation 

<Figure 6> BERT Model for Sentiment Word Detection
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detector agent. 

Ⅳ. Experimental Results and 
Discussion

4.1. Description of Datasets

The proposed ADRSA model was evaluated using 
the following three publicly available benchmark data-
sets namely Movie Review (MR) dataset (Pang and 
Lee, 2005), Amazon Mobile (AM) review dataset 
(Meenakshi et al., 2020) and Amazon Food (AF) re-
view dataset (McAuley and Leskovec, 2013). MR data-
set contains 5331 positive reviews and 5331 negative 
reviews. The AM dataset contains 30,000 mobile 
phone reviews of different brands like Apple, OnePlus 
and Redmi. AF dataset contains 5,68,454 fine food 
reviews from Amazon. 

4.2. Experimental Setup

TextWorld (Cote et al., 2019) python framework 
was used in the proposed framework to experiment 
with the datasets for aspect-based sentiment analysis 
by building text-based games and for training and 
testing the RL agents. The agents send the text com-
mands to interact with the environment through a 
game interpreter. The environment changes its state 
based on valid commands and returns a delayed re-
ward as sentiment. This text-based game understands 

various aspects of the product as objects and follows 
a set of rules as the policy to generate class labels. 
The policy network was implemented using the deep 
neural network which consists of 300 neurons, assum-
ing an initial input length of 300, with three hidden 
layers along with a learning rate of 0.01. Since no 
training was given to the system, the system was 
tested with a live input dataset that contains 10,000 
reviews. 0.99 was used as a discount factor in this 
system. SentiWordNet 3.0 was used for finding senti-
ment words in the input review sentences. 

4.3. Hyper Parameters of the Proposed Model

The fine-tuning of the proposed model was done 
using the following hyper parameters. 

 Learning rate: The learning rate (α) value is 
set between 0 and 1. When a value is 0, there 
is no learning occuring and when it is 0.8 for 
example, learning happens quickly

 Discount factor: The discount factor value affects 
the future rewards of the agents. The discount 
factor (γ) is also set between 0 and 1. It was used 
to make future rewards worth it for the agents

 Optimizer: Adam optimizer was used in the pro-
posed model on the BERT network for minimiz-
ing prediction loss

 BERT network parameters: Two forms of BERT 
neural network was experimented in the pro-
posed model with the following parameters 
shown in <Table 4> as follows:

Parameter BERT Base BERT Large
Transformer Blocks 12 Layers 24 Layers

Hidden Layers 768 1024
Attention Heads 12 16

Parameters 110 million 340 million

<Table 4> BERT Base and BERT Large Parameters
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4.4. Performance of the Proposed Model

The proposed ADRSA model was experimented 
on three benchmark datasets using Q-learning, DQN, 
and SARSA RL algorithms as shown in <Table 5>. 
Since the Q-learning RL algorithm is a model-free 

algorithm for learning a value of an action, it handled 
the dataset with stochastic transitions and received 
rewards without adaptations. So, the accuracy of the 
proposed model using Q-learning algorithms was 
11.26%, 9.30%, and 16.16% less than the proposed 
model accuracy with SARSA algorithm on MR, AM, 

Algorithm MR Dataset (%) AM Dataset (%) AF Dataset (%)
ADRSA + Q-Learning 75.34 76.22 74.54

ADRSA + DQN 82.15 83.11 85.12
ADRSA + SARSA 86.62 97.94 97.80

<Table 5> Comparison of Proposed ADRSA Model Accuracy Implemented using SARSA, DQN and Q-Learning 
RL Algorithms

Method MR Dataset (%) AM Dataset (%) AF Dataset (%)
CNN(Chen et al.,2019) 73.83 90.20 94.33
LSTM(Chen et al.,2019) 74.51 96.74 92.24
RCNN(Chen et al.,2019) 76.13 95.22 94.70

WS-LSTM(Chen et al.,2019) 78.61 93.50 95.13
ADRSA with BERT 86.62 97.94 97.80

<Table 6> Comparing Accuracy of Proposed ADRSA Model using BERT Network with CNN, LSTM, RCNN and 
WS-LSTM Network on Benchmark Datasets

<Figure 7> Accuracy of Sentiment Classiction of Proposed ADRSA Model on MR Dataset
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and AF datasets respectively. Since the DQN is a 
value-based, model-free, and off-policy RL algorithm, 
the agent was trained with discrete action space and 
received rewards with action specifications. So, the 

accuracy of the proposed model using DQN algo-
rithms was 4.45%, 2.39%, and 5.58% less than the 
proposed model accuracy with SARSA algorithm on 
MR, AM, and AF datasets respectively.

<Figure 9> Accuracy of Sentiment Classification of Proposed ADRSA Model on AF Dataset

<Figure 8> Accuracy of Sentiment Classification of Proposed ADRSA Model on AM Dataset
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Aspect-based sentiment classification performance 
at sentence level was presented in <Table 6>. The pro-
posed ADRSA model was compared with well-known 
neural network algorithms for text sentiment classi-
fication such as CNN, LSTM, Recurrent CNN (RCNN), 
and Weight Sharing LSTM (WS-LSTM). The proposed 
model outperformed all other existing models with 
an 8.0% accuracy difference on the MR dataset, 1.2% 
improvement accuracy on AM dataset, and 2.7% more 
accuracy on the AF dataset.

The performance of the proposed ADRSA model 
using three agents for aspect-based sentiment analysis 
was monitored for every sentence of an input product 
review. The performance of the sentiment classi-
fication was presented in <Figure 7-9>. 

The accuracy of the sentiment classification was 
gradually increased from 9.56% after reading 100 sen-
tences to 94.33% after reading 20,000 sentences from 
the MR dataset. The accuracy of the sentiment classi-
fication was increased from 7.44% after reading 100 
sentences to 97.9% after reading 20,000 sentences 

from the AM dataset. Similarly, the accuracy of the 
sentiment classification was increased from 9.56% 
after reading 100 sentences to 97.81% after reading 
20,000 sentences from the AF dataset.

The performance of the aspect classification was 
presented in <Figure 10-12>. The accuracy of the 
aspect classification was gradually increased from 
10.51% after reading 100 sentences to 90.56% after 
reading 20,000 sentences from the MR dataset. The 
accuracy of the aspect classification was increased 
from 8.35% after reading 100 sentences to 92.67% 
after reading 20,000 sentences from the AM dataset. 
Similarly, the accuracy of the aspect classification was 
increased from 9.23% after reading 100 sentences 
to 96.56% after reading 20,000 sentences from the 
AF dataset. 

The knowledge level of the agents was improved 
by constructing a knowledge base on each agent. The 
proposed system was trained and tested using three 
datasets with more than 1 million reviews. It was 
converted into an intelligent system with very good 

<Figure 10> Accuracy of Aspect Classification of Proposed ADRSA Model on MR Dataset
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performance. From this, we can conclude that this 
system can be used on any new dataset of any domain 
for understanding the sentiment expressed in the 
sentences. The execution of the experiment was stop-
ped after 20,000 sentences and results converged after 
that. It was also observed that the system was able 
to build an index of aspects for the particular domain 
with very good vocabulary.

The proposed model was also experimented with 
using CNN, LSTM, RCNN, and WS-LSTM networks, 

and comparison was presented in <Table 7>. This 
proposed BERT network model performed well with 
the accuracy of 86.6%, 97.9%, and 97.8% on MR, 
AM, and AF datasets respectively. The accuracy of 
the proposed model was better than the CNN network 
with 15.8%, 11.4%, and 14.2% on MR, AM, and AF 
datasets respectively. The performance of the pro-
posed model was better than the LSTM network with 
higher accuracy of 13.3%, 11.8%, and 8.0% on MR, 
AM, and AF datasets. The proposed model performed 

<Figure 11> Accuracy of Aspect Classification of Proposed ADRSA Model on AM Dataset

<Figure 12> Accuracy of Aspect Classification of Proposed ADRSA Model on AF Dataset
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better than the RCNN network with the higher accu-
racy of 14.5%, 7.6%, and 5.4% on MR, AM, and 
AF datasets. The proposed system outperforms with 
the higher accuracy of 11.0%, 7.1%, and 5.9% on 
MR, AM, and AF datasets than the system using 
the WS-LSTM network. So, the usage of the BERT 
network in the proposed model for aspect-based senti-
ment analysis improved the performance of the system 
with good accuracy.

The proposed ADRSA model was also ex-
perimented with and without using the BERT network 
for aspect detection and sentiment word detection 
on three benchmark datasets. It was presented in 
<Figure 13> and the proposed model using BERT 
performance was extremely good with an accuracy 
difference of 9.1% on the MR dataset, 12.3% on AM 
dataset, and 9.4% on the AF dataset. 

Model MR Dataset (%) AM Dataset (%) AF Dataset (%)
CNN 70.82 86.52 83.61
LSTM 73.50 88.11 89.82
RCNN 72.12 90.30 92.40

WS-LSTM 75.64 90.83 91.91
Multi-agent DRL + Word Embedding 77.51 85.61 88.42

Multi-agent DRL + BERT 86.62 97.94 97.80

<Table 7> Comparison the Proposed Model Accuracy Implemented using State-of-Art Models for Aspect-Based 
Sentiment Analysis

<Figure 13> Accuracy of the Proposed Multi-Agent DRL Model with BERT and Word Embedding
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4.5. The Proposed Model as a Business 
Problem

At present, customer feedback is collected through 
star rating and optionally customers are expected to 
give feedback in the form of text. The present system 
is showing overall feedback about the product on 
its page. But, the customer will be happy, if they 
are able to visualize aspect-wise feedback about a 
product. Customers spend more time searching as-
pect-wise feedback about the product. So, the pro-
posed ADRSA framework performs aspect-wise senti-
ment analysis on live customer review and visualizes 
aspect-wise sentiment immediately to the other 
customers. After processing more customer reviews, 
the framework becomes an intelligent system to cate-
gorize sentiments expressed on various aspects that 
may reduce the customer time on reading more re-
views to understand the pros and cons of a product. 
This may also help the product manufacturers to 
improve their business by knowing product drawbacks 
and customers’ expectations.

Ⅴ. Conclusion and Future Work

Aspect-based sentiment analysis was experimented 
with using supervised and unsupervised learning 
methods in past decades with static datasets. But the 
proposed ADRSA model performed the aspect-based 
sentiment analysis using deep reinforcement learning 
with SARSA RL algorithm on the dynamic data sets 
from online web resources for helping people to make 
a better decision before buying any product online 
on-demand. Instead of word embedding, the proposed 
model used the BERT network for feature extraction 
and aspect extraction from input product reviews 
at sentence level without losing the meaning of the 
sentences and the relationship among the sentences. 
This first step will move on further for all sectors 
for processing dynamic data without past datasets 
help for training the system. The accuracy of the 
proposed ADRSA model was higher than the state 
of art methods for aspect-based sentiment analysis. 
This work can also be extended by using a model-based 
reinforcement learning system to improve further on 
understanding all languages. 
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