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Summary 
The present study was based on developing an AI based model to 
facilitate the academic registration needs of blind students. The 
model was developed to enable blind students to submit academic 
service requests and tasks with ease. The findings from previous 
studies formed the basis of the study where functionality gaps from 
the literary research identified by blind students were utilized 
when the system was devised. Primary simulation data were 
composed based on several thousand cases. As such, the current 
study develops a model based on archival insight. Given that the 
model is theoretical, it was partially applied to help determine how 
efficient the associated AI tools are and determine how effective 
they are in real-world settings by incorporating them into the portal 
that institutions currently use. In this paper, we argue that voice-
activated personal assistant (VAPA), text mining, bag of words, 
and case-based reasoning (CBR) perform better together, 
compared with other classifiers for analyzing and classifying the 
text in academic request submission through the VAPA. 
Key words: 
Voice-activated personal assistant, Text mining, Classification. 

1. Introduction 

The developmental arena of human-computer interaction 
cannot be undermined and it has transitioned from 
conventional computers to touchscreen and the use of 
speech recognition systems facilitating effective 
communication and interaction [1,2]. The progression in 
conversational interaction technologies has led to the 
development of several intelligent voice assistants 
including S-Voice, Siri, Google Now Cortana and Echo 
[1,3]. All of these programmes and interventions help to 
streamline various features including sending emails or text 
messages, setting alarms, directional searches or opening 
information on the web, requesting music to be played, and 
making purchases while making the best possible use of 
speech recognition technology [4,5,6]. Voice recognition 
technology is alternatively referred to as an intelligent 
virtual assistant, virtual personal assistant, mobile virtual 
assistant, voice-activated personal assistant or voice-
activated digital assistant, all of which refer to same 
functionalities operating mechanisms and usage [7].  
One of the key characteristics which categorises voice-
activated personal assistants (VAPAs) as being the most 

effective interaction tool is their improvised capacity to 
interact, react and fulfil the requested use services [8]. 
Besides that, VAPA also facilitates human-like behaviour 
while enhancing the ability of users to evolve, learn new 
actions and engage in human-like behaviour with 
computers [1]. VAPA acts like a practical solution, 
especially for blind people, enabling them to perform 
various tasks and, hence, providing them with an alternative 
method of interaction by using a virtual keyboard [9]. 
Extensive research has been conducted to analyse the 
efficacy of different requests being inputted into VAPA and 
evaluate the issues related to the acceptance and constraints 
of the requests [1,2,6,10]. However, very limited research 
has been conducted to examine the efficacy of the VAPA 
system for blind students, including determining the 
barriers and issues they might encounter [11]. For example, 
Pradhan, Mehta, and Findlater (2018) conducted analysed 
the responsiveness of purchases undertaken by people with 
disabilities on Amazon Echo VAPAs. The research results 
declared that 38% of people with disabilities, especially 
those who are visually impaired, found it effective. Azenkot 
and Lee (2013) also emphasised the vitality of voice-based 
interaction as compared to text-based functionalities and 
acknowledged it to be a reliable input to assistive 
technology. The researchers further put forth the stance that 
VAPA presents a unique advantage which provides an 
interactive facility to blind individuals, including digital 
touch screen thermostats which would otherwise pose 
difficulty of access for visually impaired people [12]. 

1.1 Problem statement 

As previously identified, a number of studies have been 
conducted within the domain of technology assisted 
personal programmes, speech recognition and the efficacy 
of using these programmes for the individuals concerned 
[5,7,10,12,13]. However, the majority of these studies have 
either focused on the theoretical aspect of the concepts or 
involved people with impairments or disabilities to explore 
the problems which hinder effective use of the programmes 
[15,16]. No previous study has considered how the existing 
systems can be modified for visually impaired students, 
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enabling them to fulfil their academic requirements and 
submissions through speech control or voice based personal 
assistants. Therefore, this is identified as a key research gap, 
prompting the researchers to develop a model that students 
with special needs can utilise for effective academic 
progression. 

1.2 Rationale of the study 

Considering the identified problem, the present study set out 
to develop an AI-based model that meets the needs of blind 
students while increasing their capacity to submit academic 
services, tasks and assignments. The research was 
conducted with the expectation of bridging the existing gap 
and obstacles faced by blind students followed by urging 
universities, schools and other academic institutions to 
incorporate this system into their existing portals. In 
addition, the study was conducted to ensure that all students 
have an equal opportunity to access academic material and 
submit requests. 

1.3 Research objectives 

The present study was based on the following research 
objectives: 
 To understand the efficacy of AI techniques for blind 

students. 
 To ensure the successful development of a system 

facilitating the academic needs of blind students in 
terms of communication and interactions through 
VAPA. 

 To bridge the identified research gap and contribute to 
the empirical literature relating to the use of technology, 
VAPA, artificial intelligence and their effectiveness for 
visually impaired students.  

1.4 Research objectives 

The present study was based on one primary research 
question which is stated as follows: 
To what extent can artificially intelligent techniques and 
systems be used to help blind students in terms of 
submitting academic requests by making effective use of 
VAPA? 

2. Related Work 

There have been a number of studies emphasising the 
importance of VAPA and recommending its use for 
performing various tasks both at home and while on-the-go 
[2,7,17]. Abdolrahmani, Kuber and Branham (2018) 
conducted an empirical investigation of VAPA with a focus 
on blind people by interviewing 14 blind students where the 
participants identified the challenges they encountered 

regarding the responsiveness of system, input management 
and achieving control over the required information in 
terms of extracting the required information from what was 
presented. The research results identified the need to 
improve the use behaviours facilitating interaction and 
situational modification to ensure inclusivity, privacy 
management and the eradication of concerns relating to 
trust and functional synchronisation [1,18]. 
In addition, the efficacy of VAPA was also assessed within 
the context of determining its importance during the Covid-
19 pandemic, especially within the learning environment 
[5]. The researchers argued that the use of advanced 
learning technology, when combined with the learning 
management system can prove vital because for various 
reasons. First, it provides a self-regulated learning 
environment while ensuring a flexible learning and 
development system to the students which is further 
reflected in their academic performance [1,7,10,16]. Second, 
it makes students well versed in using modern technology 
and enforces personal learning which increases students’ 
satisfaction. The researchers also found a high correlation 
between the technological improvisation of learning 
management systems in terms of VAPA and student 
satisfaction, the intensity of which increased during the 
Covid-19 pandemic; however, its usability for the blind 
students was identified as a challenging aspect [5,19]. 
Arumugam and Ananthi (2020) added to the literary 
contributions by developing a new voice assisted system for 
visually impaired people that entailed making use of a 
gesture algorithm, taking robotisation and innovation in the 
field of technology to the next level. The researchers further 
developed a private assistant inculcating the capacity to 
recognise the human voice and act accordingly using 
exteroception devices facilitating the force feedback 
mechanism, data rendering and call detection. The system 
helped blind people through an articulation of a sound 
management methodology supported by instructional 
vibration and streamlining the process of accepting 
aggressive actions [6,20].  
A similar project system was developed by Agrawal, 
Agrawal and Padiya (2020) comprising of a voice 
recognition mechanism for multiple choice questions in 
exams. The researchers identified the need to develop a 
dynamic system for the students, arguing that the static 
orientation of existing systems was inconvenient for users 
while not offering protection for the eyes. The new system 
was developed with advanced and sophisticated features 
with an advanced level of voice recognition which was 
adherent to all models until 2030 and an inbuilt capacity to 
ask questions, manage questionnaires and correct 
movements. The platform further encompassed a number of 
reliable features which included the recording of answers 
by speaking into the microphone. The key distinctive 
features identified in the system included its dynamic nature, 
the compliance of the application with android phones, 
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confinement to voice-based mechanisms and the ability of 
the system to facilitate interaction for blind individuals in 
terms of improving their educational progression, 
specifically during exams [10,21,22].  

3. Methodology 

This study is based on developing an artificially intelligent 
system catering to the needs of blind students who face 
challenges when submitting academic requests using any 
sort of technological intervention. The findings from 
previous studies formulated the basis of the current study 
whereby functionality gaps from the literary research 
identified by blind students were used to develop the system. 
a primary data was collected from the blind students. 
Therefore, the study relied on archival research to postulate 
this model.  
Based on the findings of previous studies, the literary gap 
and research objectives, the suggested system in this 
research is an integrated artificially intelligent model which 
supports blind students in terms of processing their 
academic requests. The system has been developed 
theoretically in the form of a framework to provide the basis 
to its development as a prototype and the model has been 
examined to determine its effectiveness. A detailed 
description of the model is provided in the following section. 

3.1 Description of the suggested framework 

The proposed framework consists of four different stages, 
each of which facilitates a distinctive feature or 
functionality. The dataset which has been considered for the 
simulation includes common information: the name of the 
students, ID provided by the educational institution for 
recognition, gender (male or female), the age of the student, 
the name of the college, the type of service requested, as 
well as mandating the insertion of keywords to specify the 
nature of the requested services. All of these functionalities 
hold an important position in the developed model because 
they recognize the individuality of each student and, hence, 
assign them a distinctive number for future reference and 
database records.  
There are four different stages in the framework: 
 Voice recognition 
 Text mining 
 Classification 
 Fulfilling the request 
 

 

Fig. 1 Artificial intelligence support system. 

3.1.1 Voice recognition 

The first step in the model is voice recognition. This feature 
facilitates using Siri, Alexa or any such system to speak 
words or sentences which are further recorded into the 
system for processing. For example, blind students can utter 
a sentence requesting information about the desired services 
or request certain academic services as a first step to register 
their voice into the support system app to retrieve student 
information from the database by providing the student ID, 
allowing artificial intelligence programs and commands to 
proceed with the functional aspects. This first step provides 
the basis for the process of text mining. The currently 
developed system facilitates three types of academic 
services which include requesting information about 
admission to an academic institution, pursuing the 
registration of students onto any programme or simply 
obtaining information about the services being offered by 
the academic institution. 

3.1.2 Text mining 

Text mining is the second step of the framework which 
facilitates the processing of artificially intelligent functions 
or algorithms. This step is connected to the first step of 
voice recognition. As soon as the student records their voice 
or submits a query, the system starts processing it by 
converting it into text. At this step, ensuring the correct 
conversion of audio to text is a critical and challenging 
aspect for the programmers to develop because of different 
accents, use of vocabulary, proficiency of language, tone of 
voice and pauses breaking or forming the meaning of a 
sentence.  
The main feature which is of great importance in this step 
of the framework is the extraction of keywords from the text 
which is generated through a voice-based system. Text 
mining techniques are used at this step to ensure that the 
accuracy of the text generated from the recording is 
meaningful yet brief, concise and understandable. The pre-
processing procedure needs to do the following: 
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 Using text analysis to identify keywords using Word 
Cloud, the more frequently a word appears in the text, 
the larger the word will be. This step needs to be 
worked to eliminate punctuation and uninformative 
words and retain only meaningful words. 

 The text will be converted into individual words to 
count how many times each word appears using the bag 
of words method. The effect of pre-processing is 
visually explored as below. 

 

 

Fig. 2   Word cloud of keywords. 

3.1.3 Classification 

Once pre-processing has been completed, it is necessary to 
assess the framework classification which enables the text 
of the student’s voice to be categorised and to determine 
how accurately the text complies with the categorisation 
keywords and information database. The system also 
assesses the keywords to ensure that they are relatable. 
Students are able to submit requests to three categories: 
registration, admission and an alternative academic query. 
Requests are processed by classification methods in the AI 
to produce optimal outcomes. For the model that has been 
proposed, KNN, logistic regression and random forest have 
each been assessed, revealing that performance is 
maximised when applying KNN with three neighbours and 
Euclidean similarity (1). As such, it is recommended that 
this approach be applied for facilitative purposes. 
 

ඥΣ௜ୀ଴
௡ ሺ𝑥௜ െ 𝑦௜ሻଶ    (1) 

 
The simplified Euclidean distance equation is employed to 
establish how similar the investigated and case-base cases 
are. Equation 1 is applied for each individual case variable 
with every variable weight being initialised to 1.  

3.1.4 Fulfilling the request 

This is the last step of the framework which ensures the 
streamlining of the recorded audio using microphone, text 
generation through text mining techniques and 
classification through CBR techniques, ensuring that the 
correctly requested service is being provided to the user. At 
this step, any similarity between keywords and the final 
output is evaluated, completing the process of request 
generation, and forwarding. At this step, the most critical 
aspect is ensuring the extraction of the correct information 
for the blind users and, hence, providing alternative ways to 
modify the requested services if the output is not what the 
blind student had intended or requested. However, the 
inability of the system to ensure a high level of coherence 
between the requested service and the provided service 
might also question the efficacy and reliability of the system 
to a great extent (see Table 1).  
Considering the efficacy of system for blind people, it is 
ascertained that the framework will certainly be useful for 
the visually impaired, enabling them to have easy access to 
all services just like other students. Besides that, the system 
also provides equal access to educational facilities for all 
students without any discrimination while eradicating the 
hinderances that might impede their progression to 
accessing academic services or making requests. Figures 4 
and 5 present the framework interfaces. 

Table 1: Sample of request and keyword identification 

Category Request Keywords 
identified 

Admission 

When does admission start? 
How can I join the university? 

I want to transfer to another 
university. 

Admission, 
join-

university, 
transfer. 

Registration 

I would like to change my 
section. 

I want to withdraw from course 
number BA324. 

I want to request to postpone 
this term. 

Section, 
withdraw, 
postpone. 

Enquiry 
Ask about CS college location? 

How do I contact the dean’s 
office? 

Ask or (any 
unclassified 

request). 
 

 

Fig. 3   Sample of request and keyword identification. 
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Fig. 4   Display of the reply from the institution through the app. 

4. Results and evaluation 

Among the most important processes involved in the 
current study is the identification of keywords for the 
academic request. The importance stems from the fact that 
these keywords are used to establish the appropriate 
category. Table 1 presents the keywords for the academic 
request cases based on examinations, searches and text 
analysis as well as the application of the Word Cloud. 
 

 

Fig. 5    Comparison of classification methods. 

Figure 5 illustrates that the combination of CBR with the 
results of text mining is beneficial. CBR achieved accuracy 
of 0.991 owing to the fact that it provides rational 
explanations in conjunction with the retrieval stage with 
KNN in the CBR process. As such, combining CBR with 
the results of text mining provides the greatest accuracy in 
terms of classification and academic requests in future. 
 

 

Fig. 6   Comparison of classification methods. 

It is apparent from the above figures that the performance 
of KNN is superior to that of both logistic regression 
learning and the random forest regarding absolute error and 
accuracy. The results are based on observations of several 
thousand requests made in a range of academic categories. 
New and old cases are matched using case-based reasoning 
and this enables new requests to be anticipated and 
classified. The methodology applied in this study involves 
the creation of a benchmark based on previous examples, 
thereby enabling a sound appreciation of the different kinds 
of requests. 
 

 

Fig. 7    KNN selection error. 

It can be seen in Figure 7 that for 3 KNN, the K selection 
with the smallest possible error was 0.0155, whilst the 
largest error at 3 KNN was close to 0.02. It is possible to 
use the size of the dataset to determine which K number to 
select for CBR. Owing to the fact that there are more than 
2,000 cases in the dataset being utilised in the current study, 
the weather status results are likely to be most reliable when 
utilising 3 KNN. 
 

 

Fig. 8    Confusion matrix applying KNN. 
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Several different means of evaluation have been utilised to 
compare the results and determine the accuracy of the 
outcomes. The leave-one-out (LOOCV) method is an 
approximate function that is trained on all but one data point 
and the prediction relates to this point. An estimate of the 
average error is produced and it is upon this that the model 
is evaluated. It is apparent that the LOOCV does not suggest 
that the predictions differ significantly in terms of how 
accurate they are and this may be because of the type of 
problem domain. For example, because weather forecasts 
are already reliable, it is unlikely that utilising a different 
method of evaluation would yield a marked improvement in 
accuracy. Moreover, as a result of the training and test being 
split at random, the results can be evaluated. No 
improvement is realised when splitting the dataset 90/10 or 
70/30. No attempt was made to split the data 60/40 because 
it was deemed that this was similar to the split of the CV. 
Consequently, the CV is considered to offer the best 
available means of evaluation when predicting. 
 

 

Fig. 9    Precision rate. 

KNN offers greater accuracy in terms of precision as well 
as recall measures relative to logistic regression and random 
forest. More specifically, whilst the random forest 
performed well in terms of classification results, most of the 
cases classified with a high degree of accuracy were in the 
same category whilst additional cases were included in 
other categories. For this reason, text mining was no longer 
considered to be viable. 

5. Limitations of the study 

Despite its contribution to the literary research, there are 
several limitations associated with the current study. First, 
the study was confined to archival analysis in order to 
identify the gap and postulate the need for the development 
of a system for blind people. Second, a simulation of 
primary data was collected from the blind people about the 
issues and hinderances which they face when using the 
existing frameworks of educational services. All of these 
limitations formulate the basis of future prospects of the 
studies in the domain of technological development, the use 

of artificial intelligence, robotics and human computer 
interaction for blind people. 

6. Conclusion 

The present study was based on developing an AI-based 
model adhering to the needs of blind students while 
increasing their capacity to submit academic services and 
tasks. The research was conducted to bridge the existing gap 
in research and tackle the associated hinderances faced by 
blind students when attempting to manage their academic 
services. The research also sought to emphasise the need for 
universities, schools and other academic institutions to 
amalgamate this system into their existing software to 
ensure the facilitation of visually impaired individuals. 
Moreover, the research was undertaken in a way that 
ensured all of the students were equally likely to submit 
requests and access academic materials. The results confirm 
that good results in terms of submitting requests and 
classifications can be achieved by combining CBR, VAPA, 
bags of words and text mining. The model advocated 
involves a framework with five steps comprising text 
mining, the fulfilment of requests, voice recognition, and 
classification. Importantly, this approach is feasible in 
practical terms and, therefore, it can be recommended with 
the use of AI in future research. Theoretical analysis 
indicates that the model will enable blind students to 
independently make requests for academic services, albeit 
that further research is required to establish how well the 
model works in practice 
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