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ABSTRACT: Concrete formwork is a crucial component for any construction project. Artificial intelligence offers great potential to 
automate formwork design by offering various design options and under different criteria depending on the requirements. This study 
applied image segmentation in 2D formwork drawings to extract sheathing, strut and pipe support formwork elements. The proposed 
artificial intelligence model can recognize, classify, and extract formwork elements from 2D CAD drawing image and training and test 
results confirmed the model performed very well at formwork element recognition with average precision and recall better than 80%. 
Recognition systems for each formwork element can be implemented later to generate 3D BIM models. 
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1. Introduction   

1.1 Background 

Formwork is a temporary structure erected in advance 

to help with important concrete construction such as slabs, 

columns crossbeams, longitudinal beams, and walls when 

constructing a permanent structure. The formwork comprises 

joists, struts, pipe supports to form decks or sheathing 

to create a mold during construction where wet concrete 

is placed and compacted. Planning and management 

formwork has considerable impact on the entire project 

and depending on the environment and affects formwork 

planning depending on site conditions (Lee et al., 2020).

Constructability, safety, and economic feasibility must 

be carefully considered when designing formwork. If a 

proper plan is not established in design, it can lead to poor 

construction, and potentially to serious problems in terms 

of construction management such as accidents, structural 

failures and cost overruns. 

Serious social and economic losses can occur should 

accidents occur during formwork construction; and can lead 

to significant project schedule delays. Since construction 

projects need to meet preset schedules, any incidents that 

lead to delays are unacceptable (Moon and Chowdhury 

2021). However, often sufficient consideration is not given 

to formwork design due to the perception it is a temporary 

structure. 

Three-dimensional (3D) building information management 

(BIM) modelling has gained popularity recently and has also 

been applied to formwork design and planning. However, 

3D modelling requires considerable manual operation and 

specialized manpower (Horna et al., 2009; Sigalov and K nig, 
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2017) either from 2D digital data, such as CAD, PDF or image 

file; or documents and specification for new or old buildings. 

Therefore, it is essential to introduce an artificial intelligence 

model to properly recognize forms in a construction drawing 

and assist the engineer/contractor to prepare 3D models.

Image segmentation classifies and localizes each objects 

within images, producing a segmentation mask for each 

object in the image (Ahn and Kwak, 2018). Some recent 

studies applied image segmentation to construction and 

architectural engineering drawings. Seo et al. (2020) 

used image segmentation with GOOGLE DeepLabV3+ to 

automatically generate labeled components for floor plans. 

Xiao et al. (2020) used fully convolutional networks (FCNs) 

for architectural component segmentation and categorization 

to automatically generate 3D models. Zhao et al. (2020) 

used YOLO CNN to recognize structural components. 

The present study applies image segmentation on 2D 

formwork drawing images to extract formwork elements 

in an attempt to automate 3D model generation without 

requiring extracting additional features such as grid lines 

or dimensions and better distinguish elements from the 

background automatically.

1.2 Research Objective and Procedure

The purpose for the current study was to provide an 

artificial intelligence model to extract temporary formwork 

elements by applying Mask R-CNN, a popular convolutional 

neural network (CNN) model. We provide an artificial 

intelligence procedure to extract formwork components 

such as joists, struts, pipe supports, and sheathing from 2D 

formwork drawings. 

Although the motivation for this research was to provide a 

feasible method to extract required features for 3D modelling, 

the scope was limited to extracting formwork elements 

using image segmentation on 2D formwork drawings. To 

the authors knowledge, this is the first study that applies 

image segmentation on 2D formwork drawings. This study is 

unique, since the proposed system also helps engineers or 

contractors-in-charge to inspection of formwork drawings. 

Based on the inspection the engineer/contractor-in-charge 

can take appropriate steps if necessary.

Three-dimensional formwork models are required for 

AutoCAD to perform image segmentation. Two views are 

collected at front and side in 2D wireframe format from 

the 3D model, preparing the from drawings with different 

perspectives. Each drawing image is manually labelled 

and post processed for image segmentation training. After 

training, the model is validated with appropriate evaluation 

metrics. We also conducted a case study, as shown in 

Fig. 1, preparing a test database separately to test how 

well the trained model learned image segmentation. The 

following outputs are produced by image segmentation 

for each drawing image: classified formwork components, 

localized formwork components and segmented formwork 

components.

The remainder of this paper is organized as follows. 

Section 2 briefly describes the CNN based AI system, 

including literatures and Mask R-CNN. Section 3 details 

the AI model structure for formwork drawing inspection, 

including data collection, segmentation, and training 

procedures. Section 4 provides results and discussion, and 

Section 5 summarizes and concludes the paper.

2. CNN model overview

2.1 CNN Model

Convolut ion neural networks are powerfu l image 

Figure 1. Research procedure
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processing tools, comprising an artificial intelligence (AI) 

system that uses deep learning to perform both generative 

and descriptive tasks. CNNs are usually deep feedforward 

neural networks where the knowledge goes in one direction 

from input to output layer(s) (Rawat and Wang, 2017), and 

interconnections between the layers do not assemble a 

cycle (Habibi and Heravi, 2017). 

A CNN can comprise single or multiple convolutional and 

pooling layer(s) arranged in blocks, followed by single or 

a few fully connected layers. Images input to the model 

passes through several convolutional and pooling layer 

stages and finally fully connected layer(s) (usually followed 

by a SoftMax layer) to delivers outputs (Rawat and Wang, 

2017). Fig. 2 shows a typical image classification procedure 

for a deep CNN, where input ‘x’ is labeled to be ‘class 1’ as 

output.

Other than classification, CNN can also perform various 

tasks such as classification and localization (He et al. 

2016), or semantic segmentation (Girshick et al. 2014), and 

instance segmentation (He et al. 2018). Dai et al. (2016) 

presented region based fully convolutional networks (FCNs) 

for accurate and efficient object detection. Ren et al. (2017) 

proposed Faster R-CNN, an object detection model that 

depends on region proposal algorithms to share full-image 

convolutional features with a detection network to enable 

region proposals for objects of interest. 

2.2 Mask R-CNN Model

Region based convolutional neural networks (R-CNNs) 

are deep learning models for object detection. Mask R-CNN 

(He et al., 2017) is a popular model for image segmentation. 

Mask R-CNN is the same as Faster R-CNN (Ren et al., 

2017), expect Mask R-CNN has an additional branch for 

predicting segmentation masks on each region of interest 

(RoI). 

The Mask R-CNN architecture comprises two phases. 

A region proposal network (RPN) submits bounding boxes 

for the targets, i.e., RoIs, the same as Faster R-CNN phase 

one. However, Faster R-CNN extracts features using 

RoIPool from each target bounding box in the second 

phase, and classifies object labels and performs bounding-

box regression; whereas Mask R-CNN also provides a 

binary mask for each RoI.

Mask R-CNN has been used recent ly in var ious 

construction engineering applications. Wang et al. (2020) 

combined Faster R-CNN and Mask R-CNN models to detect 

morphological features for damage in historic glazed tiles. 

Ying and Lee (2019) utilized Mask R-CNN for building object 

automatic recognition and segmentation for constructing as-

is BIM objects from building images. Kim and Cho (2020) 

used Mask R-CNN for damage detection in concrete, such 

as cracks, efflorescence, rebar exposure, and spalling; and 

Li et al. (2021) used histogram thresholding Mask R-CNN for 

mapping new and old buildings. 

Fig. 3 shows Mask R-CNN proposal and segmentation 

phases. The proposal phase generates proposals as 

probable object locations. The feature pyramid network 

(FPN) (Lin et al., 2017) architecture has been used to feature 

maps extraction. Region proposal networks (RPNs) (Ren et 

al., 2017) generate object proposals with objectness scores 

for each object. The segmentation stage generates object 

masks, binary boxes and predicts formwork element object 

classes after receiving proposals from the first phase.

3. Formwork AI model structure

3.1 Training Data Collection

Large datasets are usually preferable for training full-

Figure 2. Deep CNN architecture

Figure 3. Mask R-CNN structure
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scale CNNs. However, smaller datasets are okay if transfer 

learning can be applied (Zhang et al., 2019). In transfer 

learning, knowledge learned in previous task is transferred 

from a pretrained CNN architecture to perform a new similar 

task. Usually, in transfer learning, feature extractor uses 

the pre-trained weights and bias, while the later layers are 

retrained for the new task. Here, pretrained Mask R-CNN 

is used, which was trained on the COCO dataset (He et al., 

2017). When transfer learning is applied, feature extractor 

part of pretrained Mask R-CNN is kept frozen, while the 

classifier part is retrained. This study focuses only on slab 

formwork. Three-dimensional slab formwork models were 

prepared in AutoCAD to train the CNN model, since 3D 

models provide detailed visualization, and views from two 

sides in 2D wireframe format (front and side) were collected. 

We prepared 93 3D models, comprising 186 images, were 

collected for training. 

The models were prepared at different lengths for all 

horizontal elements, i.e., sheathing, joists, and struts, at 

different joist, strut, and pipe support spacings; and finally 

at different sheathing widths. 2D AutoCAD drawings in .pdf 

format were converted to .jpeg using python PyPDF and 

pdf2image libraries.

Since the actual formwork model was drawn in 3D, it 

provides better accuracy than traditional 2D formwork 

drawings, and better visualization and accuracy for 3D 

models in BIM. Fig. 4 shows the original 3D model South-

East view and Fig. 5 shows the front view in 2D wireframe 

format.

3.2 Formwork Element Image Segmentation

Image segmentation is a popular technique used to 

segment an image into meaningful parts. The first stage in 

any image analysis task is image segmentation to evaluate 

the analysis from all objects of interest in the corresponding 

image. Image segmentation determines exact object 

boundaries (Sahu et al., 2018) and provides more details 

about target features than traditional object detection and 

classification models (Ker et al., 2017). Various segmentation 

techniques have been developed for object segmentation 

(Sahu et al., 2018) in many fields.

Concrete slab formwork comprises four elements: 

sheathing, joists, struts, and pipe support. Sheathing is a 

plywood sheet supported by joists and struts that transfers 

load from joists to the pipe supports, which finally transfer 

the load to the attached ground. Typical 2-D slab formwork 

drawings contain one additional drawing element: dimension, 

or numerical specification. When an image such as Fig. 5 is 

given to the trained physical model, the model first detects 

each element, creates segmentation masks around each 

element, and finally predicts the label or classes for each of 

the element (fig. 3) This is image segmentation, with three 

outputs (Fig. 3):

1. identify the location for each element,

2.  classify the label (i.e., sheathing, joist, strut, pipe  

 support, and dimension) for each element, and

3.  generate binary masks around each object of interest.

Deep learning is one of the most popular image 

segmentation methods. Long et al. (2015) proposed an FCN 

using fully convolutional layers to output feature maps for 

the object of interest in the given image rather than using 

Figure 4. Three-dimensional formwork model in AutoCAD

Figure 5. Typical two-dimensional formwork model and its 
elements (front view)
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a fully connected layer. The CNN usually outputs object 

classifications from an input image in the fully connected 

layer, as discussed in section 2.1. In contrast, FCN outputs 

the feature map using convolution and pooling layers and 

the feature map becomes the probability map for objects to 

be classified and labeled for each pixel. However, feature 

map size for the input image is reduced every time it 

passes through a convolutional layer, eventually becoming 

very small and merges with the original image, enlarging 

the generated output feature map, and hence creating high 

memory usage issues. 

SegNet (Badrinarayanan et al., 2017) fixed the memory 

usage issue by adopting an encoder-decoder structure. 

Convolution and pooling is achieved during the encoder 

stage, and the feature map is subsequently enlarged in the 

decoder stage. 

Mask R-CNN has become very popular for accuracy and 

speed in image segmentation tasks. Since Mask R-CNN is 

based on Faster R-CNN, it extracts input image features 

using the backbone CNN, then the RPN chooses object 

regional areas and finally segmentation is performed within 

the proposed bounding box area (Ren et al., 2017; He et al., 

2017). 

Image segmentation with deep learning has been used 

in various fields, including automated driving, medical 

science, factory inspection, etc. Unfortunately, image 

segmentation applications in civil engineering remain in their 

early stage. Since construction drawing elements are very 

complicated, we chose image segmentation to ensure the 

best performance for formwork drawing element extraction 

for future applications in 3D modelling. 

3.3 Artificial Intelligence Training

Postprocessing is mandatory after data collection to 

launch CNN training, particularly when segmentation is the 

primary bjective using the TensorFlow Object Detection API. 

Labelling is crucial for image segmentation, where labelling 

refers to putting a label or name for each object in an image 

(Bhavsar et al., 2020). Each formwork element was manually 

labelled in all 186 images. However, manual data labeling 

is a tiresome process, and data labeling is the first and 

essential step for CNN training. Polygon object masks were 

created in the labeling process for pipe supports. 

Fig. 6 shows an example of labelling procedure on 2D 

formwork drawing elements (front view) on Labelbox, an 

online platform for image annotation. The labelled data was 

received in .json format, then used to create object masks 

and XML files for each labelled image. Finally, TFRecord is 

created containing all the RGB images, PNG mask images, 

data from XML files, image index and class index. 

 

Fig. 7 shows an example of the training data, an original 

image (Fig. 7 (a)), and the same image with labelled object 

(Fig. 7 (b)): 

Figure 6. Labelling on 2D formwork image from Labelbox

Figure 7. Example of training data

(a) Original image

(b) Labelled image
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The TFRecord file contains this information together for 

all the training data, i.e., the original image and the labelled 

image information.

Training was launched in a local system using the 

TensorFlow Object Detection API training module. The 

datasets were converted into two distinct TFRecord files: 

training (70%) and validation (30%) subsets. Image size was 

approximately 1600×1200 pixels. Mask R-CNN was trained 

with basic learning rate = 0.003, momentum = 0.9, and 

weight decay = 0.0005 for 5,000 and 10,000 iterations. 

The TensorFlow Object Detection API training platform 

was launched on a local system comprising IntelI CITM) i5-

9600K @ 3.70GHz CPU, 48.0 GB RAM, and GEFORCE GTX 

1660 GPU, on a Windows system; running python V3.6 and 

TensorFlow V1.15. Training took approximately 15 days to 

complete (50,000 epochs) and model hyperparameters 

were tuned according to the Faster R-CNN model.

Fig. 8 shows total training loss during training, including 

classification, localization, and mask loss for box classifiers, 

localization, and objectness loss for the RPN. The loss curve 

reduced 10 fold by the end of training, implying the model 

learned to predict well during training. 

4. Result and Discussion

Two evaluation metrics were utilized to validate the trained 

CNN model: mean average precision and mean average 

recall, as shown in Table 1. Precision measures prediction 

accuracy, defined as the number of true positives (TP) 

over the number of true positives plus the number of false 

positives (FP), 

           Precision = (TP/(TP+FP)              (1)

whereas Recall (R) measures TP accuracy, defined as 

the number of true positives (TP) over the number of true 

positives plus the number of false negatives (FN),

           Recall = (TP/(TP+FN)  (2)

Both evaluation metrics > 80%, confirming the model is 

trained well. 

Finally, we performed a case study is on 10 new test data 

that were not used during training. The model performed 

accurate image segmentation for all cases considered.

Figure 8. Total loss with respect to training steps

Serial Metric Value

1 mAP 0.826

2 mAR 0.817

Table 1. Evaluation metrics for the validation set

Figure 9. Image segmentation by trained Mask R-CNN in a 2D 
formwork model (side view)

(a) Test data (before image segmentation)

(b) Test data (after image segmentation)
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Fig. 9 shows a typical test image before and after 

image segmentation. The test image included 15 elements: 

1 sheathing, 1 strut, 4 joists, 4 pipe supports, and 5 

dimensions. Similarly, Fig. 10 shows a 2D formwork drawing 

image in front view, before and after segmentation. 

The trained AI model provided all three outputs as 

discussed in Section 3.2, i.e., the class label, bounding box 

(location), and segmentation mask around each object of 

interest. Thus, the results confirm that the trained AI image 

segmentation model learned adequately and was ready for 

formwork element extraction during 3D BIM formwork model 

construction.

5. Conclusion

The objective for this study was to develop a unique 

system to segment and categorize construction formwork 

drawing elements. To achieve that goal, we proposed an 

image segmentation model based on the popular Mask 

R-CNN model. Manual drafting and extracting drawing 

elements from 2D CAD/.pdf file is time-consuming, and the 

proposed system would be useful for automatic drawing 

element recognition and hence 3D automation model. 

However, although the proposed model performed well, 

there are some limitations. We only used a small number 

of training images. The model is particularly developed for 

slab formwork with pipe supports. Further study needs to 

be done for various types of concrete formwork structures. 

Future work should invest igate overcoming these 

limitations.
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