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Abstract 

 
Text steganography is one of the most imminent and promising research interests in the 
information security field. With the unprecedented success of the neural network and natural 
language processing (NLP), the last years have seen a surge of research on generative linguistic 
steganography (GLS). This paper provides a thorough and comprehensive review to 
summarize the existing key contributions, and creates a novel taxonomy for GLS according to 
NLP techniques and steganographic encoding algorithm, then summarizes the characteristics 
of generative linguistic steganographic methods properly to analyze the relationship and 
difference between each type of them. Meanwhile, this paper also comprehensively introduces 
and analyzes several evaluation metrics to evaluate the performance of GLS from diverse 
perspective. Finally, this paper concludes the future research work, which is more conducive 
to the follow-up research and innovation of researchers. 
 
 
Keywords: Steganography, steganalysis, text steganography, generative linguistic 
steganography, text generation. 
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1. Introduction 

The massive amount of multimedia data in the Internet provides rich hiding carriers for 
information hiding, such as image [1], audio [2], video [3], text [4] and so on, therefore, 
steganography has become a hot research subject in the information security field. 

As one of the most extensive carriers of information transmission, text has great research 
value and practical significance, therefore, a large number of text steganographic methods 
have been proposed [5]. Text steganography is a kind of covert communication means by 
hiding secret information in text without being aware of its existence, which can be mainly 
divided into three categories: text-modification-based, the text-selection-based and the text-
generation-based steganography. The text-modification-based steganography (TMS) mainly 
hides secret information by modifying text characteristics or content, such as changing 
tracking [6], synonym substitution [7], morphosyntactic alterations [8], etc. The text-selection-
based steganography, also called coverless linguistic steganography (CLS) [9], constructs 
large-scale text corpus and then makes great efforts to select suitable steganographic text 
(stego text) as carrier based on keywords and labels. The text-modification-based 
steganography is not secure enough, it is easy to be discovered the existence of the secret 
information by using steganalysis methods [10]. Moreover, the hidden capacity of the text-
modification-based and CLS is extremely limited. The text-generation-based steganography, 
also known as generative linguistic steganography (GLS) [11], does not require cover in 
advance, but then generates stego text based on the secret information by NLP techniques. 
This type of the steganography is no upper limit to the length of the generated stego text, since 
there are more locations available for embedding secret information to achieve larger hidden 
capacity, however, the quality of the long generated stego text is poor early. With the 
development of deep learning-based text-generation techniques, researchers have successively 
proposed many generative linguistic steganographic methods, which gradually alleviate the 
bottleneck of GLS. 

This paper focuses on summarizing the development of GLS, and the rest of this paper is 
organized as following sections: Section 2 briefly introduces the GLS.  And we conclude 
evaluation metrics in section 3. Then existing generative linguistic steganographic methods 
are analyzed and discussed from the perspectives of text generation, encoding algorithm and 
evaluation metrics in section 4. Finally, this paper is discussed with several directions worthy 
of further development in section 5. 

2. Background of GLS  
The steganography system can be described vividly by the Simmons’ “Prisoners Problem” 
[12]：Prisoners Alice and Bob attempt to stealthily discuss an “escape plan” which cannot be 
perceived by warden Eve, so they intend to hide the true information in normal message. We 
can mathematically model the scenario as Equation (1) [13]: 

AEmb : C K  M S,  f (c, k , m) s× × → =  
                                                 BExt  : S K M  g (s  k ) m× → ， ， =                                         (1) 

Alice needs to covertly transmit secret messages m  in secret message space M  to Bob. First, 
Alice selects a cover c  from the cover space C  , and then maps c  to the steganographic 
carriers s  in the hidden space S by mapping function  f  under the guidance of key Ak in the 
key space K . The receiver Bob extracts secret messages m  from s  by using extraction function
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 g under the guidance of key Bk  in the key space K .  
Based on the above the model and theory, we summarize general framework of a 

steganography system as shown in Fig. 1, which is divided into the following three stages:  
(1) Information hiding: Alice secretly embeds true secret messages into the carriers by 

hiding algorithm to form the steganographic carriers.                                                                           
(2) Information transmission: Alice transmits the steganographic carriers to the receiver 

Bob via the public channel, which needs to have certain ability of anti-steganalysis to 
ensure the security of the secret information. 

(3) Information extraction: Bob extracts secret messages from the steganographic 
carriers received from Alice through extraction algorithm. 

Alice Bob

Eve
Information hiding Information extraction

Information 
transmission

Hiding algorithm 

c C∈

Ak K∈

m M∈

f ( )⋅   g( )⋅

Bk K∈

m M∈

s S∈ s S∈

 
Fig. 1. The general framework of steganography 

 
Referring to the above framework, existing research mainly designs steganography from 

three aspects: steganography by cover modification, cover selection and generation [14]. At 
the same time, based on the type of C or S , steganography has also divided into different 
types, such as image, text, video and audio steganography. Text steganography is a mechanism 
to embed secret information covertly by using the redundancy of text in format, structure, 
language or generation processing. At present, text steganography is mainly divided into the 
following three categories:  

(1) Text-modification-based steganography (TMS): This type of steganography realizes 
the embedding of secret messages by slightly modifying the characteristics of the cover, 
and it mainly maintains the high similarity between the cover and stego text as much 
as possible to ensure imperceptibility. 

(2) Coverless linguistic steganography (CLS): This type of steganography achieves 
information hiding by located and retrieved texts from original text-datasets as stego 
texts driven by secret messages, rather than modifying the original texts, and its 
imperceptibility and security are largely correlated with the size of datasets. 

(3) Generative linguistic steganography (GLS): This type of steganography does not give 
cover in advance, but generates stego text according to secret messages with different 
text generation methods and encoding algorithms. GLS mainly ensure perceptual, 
statistical and cognitive-imperceptibility of stego text by considering the word with the 
best local and global structure and semantic information as the next candidate as far as 
possible. 

3. Evaluation Metrics for GLS 
GLS is a special type of text steganography, which generates corresponding steganographic 
texts on the basis of secret messages, rather than giving cover in advance, namely C =∅ .The 
framework of GLS is shown in Fig. 2, with the idea of general steganography framework, we 
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also divide GLS into three parts. The information hiding and extraction part mainly include 
two processes: text generation, steganographic encoding or decoding, the text generation 
process refers to the generated model well trained by text corpus and text generation 
technology, the steganographic encoding process is to choose the appropriate encoding 
algorithm according to the secret information and the steganographic decoding process is the 
reverse operation, these two processes can be performed either independently [13] or 
simultaneously [15] to generate stego text for the purpose of hiding secret messages. Although 
GLS does not give a text carrier in advance, some methods need to generate stego text in the 
term of the constraint information [16]. GLS is designed to improve the hidden capacity of 
text steganography, and it can resist the previous various steganalysis methods to ensure the 
imperceptibility of the secret messages.  
 

Alice Bob

Eve
Information hiding Information extraction

Information 
transmission

C =∅

m M∈

m M∈

s S∈ s S∈

   

 

   

 
Fig. 2. The framework of GLS 

 
GLS is an important branch of information hiding, which aims to hide the existence of secret 

information into the automatically generated stego text. GLS’s goal is different from that of 
watermarking. Generally speaking, most researchers always employ payload size (hidden 
capacity) and security to evaluate the performance of the steganographic methods, while the 
robustness is used for watermarking to a greater extent [17]. Thus, considering the particularity 
of GLS, this paper only adopts the security and hidden capacity as evaluation metrics to 
measure the performance of GLS, we focus on the perceptual, statistical and cognitive-
imperceptibility [18] to quantify the security, which means eavesdropper cannot detect the 
existence of steganography by any means [17].  

3.1 Hidden Capacity 
Hidden capacity refers to the number of secret bits that can be carried in stego text, researchers 
mainly use the embedding rate (ER) to measure it [19]. ER mainly has the following two 
calculation methods (the calculation method of Chinese special genre is not considered in this 
paper): 

(1) ER of steganography embedded in words is calculated as Equation (2) [20]: 

                                                       
1

1 1N i

ii

( L ) kER
N B( s )=

− ⋅
= ∑                                                     (2) 

where N  is the number of generated steganographic sentences, iL  is the length of the i-th 
sentence, k represents the number of bits embedded in each word, iB( s )  is the number of bits 
occupied by the i-th sentence. 

(2) ER of steganography embedded in characters is calculated as Equation (3) [21]： 

                                                              SER
L

=                                                                (3) 

S  is the number of secret bits embedded, and L  is the bit length of the whole stego text. 
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3.2 Perceptual-imperceptibility 
Perceptual-imperceptibility [18] requires that the generated stego text is semantically complete 
and natural enough so that it is not easy to be recognized by human monitors. For GLS, the 
higher the quality of stego text (complete semantics, correct grammar and sufficient 
naturalness), the more it can meet the perceptual-imperceptibility. We mainly measure the 
quality of stego text from the perspectives of subjective and objective [22], subjective 
evaluation refers to manual evaluation of text quality [13] or judging whether it is normal text 
[23], while objective evaluation uses indicators such as perplexity and mutual information (MI) 
to evaluate the quality of stego text. 

(1) Perplexity [21]: Perplexity is the degree of certainty of whether the trained and tested 
texts contain secret messages, which is a standard measure of quality of stego text in 
NLP. 

(2) MI [24]: MI is the measure of mutual dependence between two words, it has been 
widely used in NLP, for example, using MI to help realize song generation [25]. 

The quality of English texts in general genres generated by GLS is measured by perplexity 
(perplexity is inversely proportional to the quality of the text), while for Chinese poetry, MI 
(MI is proportional to the quality of the poem) is used to evaluate the quality of Chinese 
characters generated by GLS.  

3.3 Statistical-imperceptibility 
Statistical-imperceptibility requires that the statistical distribution difference between the 
generated stego text and cover is small enough to resist the existing statistical steganalysis 
methods. For GLS, the closer the statistical distribution between cover and stego text, the more 
it can satisfy the statistical-imperceptibility [18]. Kullback–Leibler divergence (KLD) and 
Jensen–Shannon divergence (JSD) [21] can evaluate statistical-imperceptibility by calculating 
the difference of probability distribution between cover and stego text, it also uses the ability 
of anti-steganalysis to evaluate statistical-imperceptibility. 

(1)  KLD: KLD, also called relative entropy, is one of indicators that measures difference 
of the overall distribution between steganographic sentences and normal sentences. 

(2)  JSD: JSD, a variant of KLD, is one of indicators that measures the similarity of the 
probability distribution between cover and stego text. 

(3) Anti-steganalysis ability: Anti-steganalysis ability is a measure used to measure 
whether certain steganography can resist a variety of steganalysis methods. This 
problem is regarded as a binary classification problem to distinguish cover and stego 
text, so we use accuracy (Acc), recall (R), precision (P) and F1-score [19] to evaluate 
that. 

A large number of researchers use KLD to measure the difference between cover and stego 
text (KLD is proportional to the difference of statistical distribution between the two categories 
texts). But KLD is not a strict distance measurement, if there is great difference in probability 
distribution between the two, that will be more suitable to use JSD (JSD is proportional to the 
difference). Acc is the simplest and most intuitive evaluation metric for classification, but 
different indicators should be selected according to the corresponding application scenarios, 
for example, when P and R need to be considered at the same time, we can use F1-score (the 
higher the value, the more robust the classification model, and the stronger the ability of anti-
steganalysis) to evaluate steganography. 
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3.4 Cognitive-imperceptibility 
Cognitive-imperceptibility, which was first defined by Yang and Xiang [18], requires the 
semantic expression of the generated stego text meets the contextual semantic constraints, so 
that there will be no cognitive inconsistencies in a specific context of use. GLS ensures 
semantic expression by controlling the contextual semantic constraints of stego text, so as to 
meet the cognitive-imperceptibility to a higher extent. Cognitive-imperceptibility uses 
bilingual evaluation understudy (BLEU) [26], recall-oriented understanding for gisting 
evaluation-longest common subsequence (ROUGH-L) [27], metric for evaluation of 
translation with explicit ordering (METEOR) [28] and consensus-based image description 
evaluation (CIDEr) [29] and other indicators to measure cognitive-imperceptibility, mainly by 
evaluating the semantic relevance of the stego text and the reference text. 

(1) BLEU: BLEU is a measurement used to analyze the co-occurrence of n-grams between 
stego text and the reference text.  

(2) ROUGE-L: ROUGE-L is the sub-series method of ROUGE, and it is a statistical 
method based on the co-occurrence precision and recall rate of the longest common 
sequences (LCS). 

(3) METEOR: METEOR is an evaluation method based on single-precision weighted 
harmonic mean and single word recall, it uses three modules to count the co-occurrence 
times: extract, porter stem and WordNet synonym module.  

(4) CIDEr: CIDEr regards each sentence as a document, calculates the cosine angle of its 
TF-IDF vector to obtain the similarity between the stego text and the reference. This 
measurement proposed in computer vision field for generation of image summarization. 

BLEU is based on the n-gram method, but the larger the n, the worse the matching of the 
method at the sentence-level. ROUGE-L can reflect the sentence-level word order, wheras it 
only calculates a longest subsequence while ignores the influence of other candidate 
subsequences. Compare with BLEU, METEOR also is sensitive to length, however, it not only 
considers both the Acc and R of the entire corpus, but also considers the impact of synonyms 
on semantics. CIDEr combines BLEU and vector space, and its advantage is that different n-
grams have different weights with different TF-IDF. 

4. Classification and Analysis of the Existing GLS 
GLS is mainly based on text generation techniques, which is an important research direction 
in the field of NLP, mainly including three steps: content planning, sentence planning and text 
realization to solve the problem of “what to say”, “how to say” and “how to achieve text 
generation”. Text generation tasks are implemented in different stages using different 
generation technologies or models: the template generation, pattern generation, phrase or 
planning extension, attribute feature generation technologies, the Markov model and neural 
network model [30]. Referring to the text generation methods above, this paper divides GLS 
into four categories according to the different methods used in text generation process, which 
will elaborate in detail as followed. 

4.1 Template-generation-based Unconstrained GLS 
Template-generation-based unconstrained GLS is to achieve the embedding of secret 
information under the guidance of specific sentence pattern, template structure and dictionary 
encoding tables. This type of steganography follows template generation technology in the 
task of text generation, firstly summarizes the fixed template-set from a large number of text 
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corpus, guides text generation with template, and then controls the choice of filling content 
during the template filling process on the basis of the confidential information, so as to 
generate stego text to realize information hiding. Based on whether the text genre is general 
or not, we subdivided this type of steganography into two categories: context-free-grammar 
(CFG)-based and specific-genre-template-based GLS. 

4.1.1 CFG-based GLS 
CFG-based GLS uses the principle of CFG to design and construct the corresponding CFG 
rules in advance to guide the generation of sentences. When selecting the next position word 
in each time step, there are usually multiple options that can be encoded, and then select 
different words to form the final stego text according to the secret information to be embedded.  

The following is an example of generating sentences from CFG, assuming that the 
summarized ruleset is as follows, where S is the most initial state, A and B both are transfer 
state, a and b are terminal state. For S AB BA→ , “AB” can be encoded as “0” and “BA” as “1”, 
if the binary bit of “0” is needed to embed, we can select “AB”. 
S AB BA→  

A Aaa AA Aab ab→  

B Bbb BA Bba ba→  
S AB AaaB AabaaB ababaaB ababaaBbb ababaababb→ → → → → →  
S BA Bab baab→ → →  

Based on the idea above, Wayner [31] firstly proposed the mimic function based on CFG, 
which learns the statistical distribution of each character in the training sample and the rules 
for CFG in advance, and then constructs a huffman tree to encode the waiting options selected 
to form sentences in each time step. However, their method only considers the statistical 
distribution characteristics of the characters, Chapman et al. [15] constructs syntactic 
templates with the help of the CFG to simulate writing style to generate texts closer to natural 
language, and then encoded replaceable candidate words, but in fact the stego text generated 
by the method does not consider semantics and syntax. 

4.1.2 Specific-genre-template-based GLS 
Specific-genre-template-based GLS summarizes and designs specific metrical intonation 
template from the original poetry corpus in advance (the specific genre template is 
concentrated in the poetry template), and then concludes the corresponding dictionary as 
candidate words according to the characteristics of each location, selects words can be encoded 
by coding algorithm to fill the corresponding position of the template to generate poetry at 
each time step. 

Based on the above ideas, Yu et al. [32] uses firstly ci-poetry of the song dynasty as stego 
text, this steganography resets dictionary with hash function, encodes candidates of each 
position one by one, finally selects words to generate stego text according to secret messages. 

4.1.3 Analysis of Template-generation-based Unconstrained GLS 
Template-generation-based unconstrained GLS is relatively simple and widely used in the 
early stage. The grammar rule is constructed by CFG-based GLS are general, so the stego text 
is difficult to meet certain grammar and semantic rules, lacking of logic between paragraphs 
and sentences, which resulting in poor text quality. The poetry generated based on specific-
genre-template GLS is directly pieced together, which cannot meet certain emotions and 
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artistic conception to a great extent, and does not have corresponding literary value. This paper 
focuses on the ER and statistical-imperceptibility of unconstrained GLS based on template 
generation.  

ER: This part compares the average ER of 10 samples generated by two steganographic 
methods Nicetext [15] (less than 2%) and Ci-stega [32] (about 16.5%). On the premise of the 
same amount of secret information, the length of the text generated by Nicetext is longer than 
that of Ci-stega, so ER based on Nicetext is relatively low. 

Statistical-imperceptibility: Table 1 measures anti-steganalysis ability of stego text mixed 
three steganographic methods (Nicetext, texto and Markov based) [33] by the value of the 
detection accuracy. As the size of stego text becomes larger, its anti-steganalysis ability 
becomes weaker and easier to be detected. 

Table 1. Comparison of Detection accuracy on template-generation-based unconstrained GLS 

Steganalysis Size of text Detection accuracy  
of stego text (%) 

Detection accuracy  
of cover (%)  

Method in [33] 

1KB 88.5 86.5 
2KB 93.5 90.5 
3KB 96.0 95.5 
4KB 98.0 100.0 
5KB 99.0 100.0 

4.2 Markov-based Unconstrained GLS 
Markov-based unconstrained GLS follows the nonparametric Markov model used to text 
generation task in the NLP field, which firstly obtains the transition probability distribution 
between words by counting the words in the corpus, then predicts the next word in the sentence 
through the current n words (n is the order of the Markov model, which is the first-order by 
default), repeat the process to generate sentences. This paper summarizes the steps of Markov-
based unconstrained GLS as follows: 

(1) Dictionary construction: determining text corpus firstly, then building dictionary library 
for selection of later word; 

(2) Status determination: choosing n consecutive words from text as the starting state, the 
last n words of the already generated sequence constitute the current state; 

(3) Word encoding: for generating the next word, viewing firstly the corpus to find the 
candidate words followed by this n words and encoding them according on the number 
of candidates; 

(4) Stego text generation: selecting the matching next word according to the desired 
embedded bit stream information, then repeating step (2) (3) until the secret information 
is completely hidden and the stego text is generated. 

By analyzing the generation process of above Markov-based unconstrained GLS, this paper 
subdivides it into three types on the basis of steganographic encoding algorithm: the GLS 
based on status selection, status transformation and interval division.  

4.2.1 Status Selection Based Steganographic Encoding Algorithm 
Encoding algorithm based on status selection means directly encoding multiple candidate 
word items at a given moment. Candidates with the initial state of “it is” are “a”, “not”, “an” 
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and “me”, and encoded as “00”, “01”, “10”, “11” respectively, if we should embed “10”, the 
sentence becomes “it is an” at this time, and so on to generate stego text. 

Dai et al. [34] proposed the Markov-based unconstrained GLS for the first time using the 
encoding algorithm mentioned above, and then the team encrypts the secret information with 
DES algorithm before embedding it covertly [35]. After that, Luo et al. [24] presented a 
steganographic method named Ci-stega based on poetry, which needs to select the words that 
meet the requirements according to the tone pattern and put them into the stacklist as the 
candidate thesaurus to be encoded. Wu et al. [36] introduces half frequency crossover rule, 
namely, if the next candidate word appears in the next state of the 3-gram and 4-gram Markov 
state transition diagrams, they take the average of the two probabilities as the probability value, 
and then embed secret information in the encoding algorithm based on state selection. Later, 
Wu et al. [37] changed the rule that uses Markov transition diagrams based on 3-gram and 4-
gram alternately. Yang et al. [19] dynamically builds the candidate thesaurus of each time step 
according to the state transition diagram and encodes them by Huffman coding. 

4.2.2 Status Transformation Based Steganographic Encoding Algorithm 
Encoding algorithm based on status transformation refers to the related encoding algorithm on 
the entire Markov state transition diagram to realize the coding. 

In order to ensure that the phrases generated at each step are the best choices, that is, to 
generate the best quality text finally, Wu et al. [20] proposed a steganographic method based 
on state transition-binary sequence (STBS-stega), which creates multiple STBS diagrams and 
numbered in turn.  Among these STBS diagrams, different diagrams adopt different coding 
values for different word probability distribution paths, and encode the sequence of diagram 
using DES encryption which can select the best word selecting and generate the best quality 
stego text. 

4.2.3 Interval Division Based Steganographic Encoding Algorithm 
Encoding algorithm based on interval division firstly determines the mapping interval 
according to the fixed packet length of secret information, and then divides the mapping 
interval by calculating the probability ratio until the fixed-bit secret bitstream can be uniquely 
represented by the character sequence. For example, the binary bit stream that needs to be 
embedded is “100001”, the fixed packet length is 3 and the mapping interval is [0,7], which is 
converted into the binary string containing 000 to 111, there are two possibilities with the same 
transition probability from the initial state to the next state, s1 and s2, so the division range 
[0,3] corresponds to s1, [4,7] corresponds to s2, and so on. 

Moraldo [38] designed a method combines the Markov model and the encoding algorithm. 
On this basis, Shniperov et al. [39] proposed a steganographic method based on second-order 
and third-order Markov models, and it can also process Russian text. 

4.2.4 Analysis of Markov-based Unconstrained GLS 
Compared with template-generation-based unconstrained GLS, Markov-based unconstrained 
GLS generates better text quality and can guarantee the security of secret information better. 
However, two approximate estimates are required when calculating the conditional probability 
for the k-order Markov model: one is only the first k states are considered when predicting the 
n-th candidate word; the other is Markov model directly regards word frequency as probability 
distribution. Therefore, Markov model cannot obtain the optimal conditional probability 
estimation and ideal language model. With the increase of secret messages need to be 
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embedded, the probability distribution of selected words becomes lower, so the quality of stego 
text becomes worse. This paper mainly evaluates from ER and statistical-imperceptibility of 
Markov-based unconstrained GLS.  

ER: This part hlights the comparision of hidden capacity of several steganographic 
methods based on this type [19] [20] [36] [37], and their ER are 2.78%, 2.85%, 2.71%, 7.34% 
(bpw=3) respectively. The Markov-based GLS with huffman coding [19] can adjust 
dynamically ER to 7.34% (when bpw=3bits/word), which is the highest in these methods. 

Statistical-imperceptibility: Table 2 shows the comparison of perplexity of stego text 
generated by five different methods. Their difference lies in the difference in steganographic 
encoding, obviously, text steganography based on the encoding of state transition diagrams 
[20] aims to ensure that the phrases generated at each step are the best collocation, so the 
quality of the text is also better. Table 3 show the comparison of detection accuracy to evaluate 
the ability of anti-steganalysis for different methods, which shows that STBS-stega [20] can 
better resist the attacks of steganalysis method in [40].  

Table 2. Comparison of perplexity on Markov-based unconstrained GLS 
Reference IMDB[41] News[43] 

Method in [35] 418.70±105.32 470.54±122.73 
Method in [38] 161.92±143.31 175.42±126.28 
Method in [37] 52.05±35.80 20.52±13.98 
Method in [36] 15.97±7.57 17.41±8.91 
Method in [20] 13.34±9.90 12.89±8.75 

Table 3. Comparison of detection accuracy on Markov-based unconstrained GLS 

Reference bpw 
(bits/word) 

Text steganalysis  
method IMDB[41] Twitter[42] News[43] 

Method in [35] - 

Method in [40] 

0.632 0.693 0.690 
Method in [38] - 0.665 0.678 0.723 
Method in [19] - 0.530 0.560 0.560 

Method in [20] 
3 0.502 0.515 0.525 
4 0.515 0.510 0.522 
5 0.532 0.505 0.500 

4.3 Neural network-based Unconstrained GLS 
Neural network-based unconstrained GLS follows the parameterized neural network language 
model used on text generation in NLP field, which firstly performs feature learning and obtains 
the probability distribution of all words at each time step. Based on the above idea, secret 
information can be embeded by fusing different encoding algorithms in the process of 
predicting the next word. According to the different neural network language models and 
frameworks, this paper subdivides this type of steganography into several categories: recurrent 
neural network (RNN) language model variants-based, transformer language model variants-
based, generative adversarial network (GAN) language model-based and sequence to sequence 
model-based GLS. 

4.3.1 RNN Language Model Variants-based GLS 
RNN language model variants-based GLS is a kind of text steganography that learns the 
probability distribution of words based on neural network models such as RNN and its variant 
long short-term memory (LSTM). RNN has strong ability to capture sequential data features 
and generate word sequences. Later, LSTM further improves the memory ability of RNN and 
reduce the problems of gradient explosion and disappearance by modifying the cyclic function 
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of RNN from simple full connection to the memory unit of three control gates to recombine 
the current input and memory history information at each time step. 

Based on the above theory, Fang et al. [11] introduces the LSTM into GLS for the first time. 
They use word-level LSTM for language modeling and group coding of dictionaries. However, 
if ER of steganography mentioned above needs to be adjusted, the grouping of all words and 
their corresponding coding values need to be adjusted. In order to improve this problem, Yang 
et al. [13] proposes FLC and VLC two dynamic coding algorithms to encode the conditional 
probability of words. And for improving the hidden capacity and text quality, Xiang et al. [44] 
proposes an LSTM text generation steganography based on character-level, which designs the 
selection strategy for the state selection coding results of characters, in other words, it will 
select the lowest perplexity and highest quality stego text. Since lyrics are more casual and 
flexible than poetry, Tong et al. [45] proposed two models based on char-RNN and word-RNN 
to generate lyrics combined with Huffman coding. 

4.3.2 Transformer Language Model Variants-based GLS 
Transformer language model variants-based GLS is a kind of text steganography that learns 
the probability distribution of words based on transformer [46] and its variants. Transformer 
is the actually the Encoder-Decoder network, which abandons the basic paradigm of using 
cyclic recursive structure to encode word sequences, but calculates the hidden states of 
sequences completely based on the global attention mechanism, obviously, it can better model 
the dependencies in long sequences than RNN. 

The model mentioned above has achieved good results in the text generation task, therefore, 
Zachary et al. [47] introduced GPT-2 neural language model into text steganography to realize 
information hiding combined with arithmetic coding (AC), at the same time, they add common 
equivalent variant based on fixed precision binary fractions to alleviate the limitation of AC 
accuracy. Similarly, based on GPT-2 model, Dai et al. [48] proposed the patient-huffman 
algorithm to dynamically build candidate pool to realize information hiding, and dynamically 
adjust the ER of words by using the KLD of word probability distribution. So as to further 
improve the semantic quality of stego text, Yang et al. [49] firstly implements the controllable 
text generation model CTRL to generate stego text and the semantic classifier BERT to extract 
information. However, for ensuring the correct extraction of stego text, they propose the 
rejection sampling strategy, that is, adding a semantic classifier in the process of information 
embedding and judging whether the extracted content is consistent with the initial secret 
information. 

4.3.3 GAN Language Model-based GLS 
GAN language model-based GLS is a kind of text steganography based on generative 
adversarial network (GAN), which is subdivided into two parts: discriminant network and 
generative network. The discriminant network tries to distinguish cover and stego text, while 
the generative network generates stego text similar to the normal text to deceive the 
discriminant network. Through two parts of antagonistic training, the discrimination network 
can continuously improve the resolution, and the generation network can generate more 
natural stego text.  

Based on the above ideas, Yang et al. [50] introduces the strategy update algorithm aiming 
to solve the problem that the traditional GAN is difficult to generate discrete data, it encodes 
the probability distribution of words at each iteration and then chooses the corresponding word 
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in terms of secret message each time. The innovative of the method proposed above lies in the 
antagonistic training between generator and discriminator. 

4.3.4 Sequence to Sequence (seq2seq) Model-based GLS 
Seq2seq model-based GLS refers to a kind of text steganography based on seq2seq [51] to 
achieve information hiding, which maps one sequence to another using neural network. 
Encoder of the framework vectorizes the input sentences and obtains the representation 
information of the sentences, and Decoder obtains the probability distribution of words finally. 
Because of its flexibility, this framework is now the preferred in NLP for the task of text 
generation, and different neural network models assume the roles of Encoder and Decoder 
respectively. 

Based on the above ideas, Luo et al. [23] proposes a BiLSTM Encoder-Decoder model with 
attention mechanism as the text generation model, and combines with huffman encoding 
algorithm to generate quatrains, at the same time, they also use template-constrained 
generation method and a word-choosing approach using inner-word mutual information to 
focus on inter-word correlation. Yang et al. [52] first attempts to generate stego text with 
context sematic constraints, it uses BiRNN and self-attention to encode texts and then decode 
the encoded information by using another RNN model. In order to generate more semantic 
stego text, Yang et al. [18] puts forward the concept of cognitive-imperceptibility for the first 
time, presents two typical ways to realize that, namely IH-Enc and IH-Dec, combines GRU, 
transformer and topic-aware neural network and LSTM respectively to realize information 
hiding. Yang et al. [21] proposes a steganographic method-variational automatic encoder 
steganography (VAE-stega), to properly balance perceptual and statistical-imperceptibility, so 
as to better improve the ability of anti-steganalysis. In fact, VAE can also be regarded as 
framework of Encoder-Decoder, VAE-stega experiments that BERT-LSTM and LSTM-LSTM 
combined with huffman and AC coding respectively. 

4.3.5 Analysis of Neural network-based Unconstrained GLS 
Neural network-based unconstrained GLS first uses RNN to model sequence, but transformer 
can model the long-distance dependency in the sequence than RNN more effectively, which is 
soon widely used in text generation task to promote the development of GLS. Because text 
steganography and steganalysis are just antagonistic training, GAN provides a new perspective 
for GLS, but in fact, it is still a great challenge to optimize the generation network under the 
condition of how to select and generate discrete data. After that, the domain references the 
seq2seq to implement steganography tasks. This paper mainly evaluates ER and statistical-
imperceptibility of neural network-based unconstrained GLS to evaluate the perceptual, 
statistical-imperceptibility and hidden capacity.  

ER: This part evaluates mainly the ER of steganographic methods, RNN-stega (7.34%) [13], 
CLLS-128 (12.56%) and CLLS-256 (12.59%) [44], obviously, the steganography based on 
character-level owns the higher capacity.  

Statistical-imperceptibility: Table 4 and Table 5 compare the perplexity, KLD, JSD and 
anti-steganalysis of this type of steganography. As shown in Table 4, with the increasing of 
ER, the text quality becomes worse and worse, and we can see clearly the quality based on 
GPT-2 (AC) [47] is the best, but in fact, under the same conditions, ER is not as good as other 
methods. KLD and JSD reflect the difference of the probability distribution between stego text 
and cover, the divergence between the two texts is greater with the increase of ER seen from 
Table 4. Table 5 shows that the anti-steganalysis ability based on [13] (VLC) is stronger than 
[11].  
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Table 4. The comparison of perplexity (ppl), KLD and JSD of neural network-based unconstrained 
GLS 

Reference  IMDB[41] Twitter[42] 

LSTM[11] 

bpw 1.000 2.000 3.000 1.000 2.000 3.000 
ppl 30.665 40.027 74.543 62.205 54.181 96.30

 KLD 11.845 18.560 29.692 8.641 16.550 31.02
 JSD 12.115 15.101 19.362 12.039 14.847 20.24
 

RNN-stega (HC)[13] 

bpw 1.000  1.845 2.565 1.000 1.873 2.656 
ppl 

 
20.915 24.839 29.187 23.307 27.993 32.05

 KLD 19.507 18.628 17.551 8.295 8.161 8.195 
JSD 14.478 14.388 14.080 11.450 11.630 11.72

 
VAE-stega 

 (LSTM-LSTM) (HC)[21] 

bpw 1.000 1.863 2.577 1.000 1.890 2.687 
ppl 45.115 49.511 59.532 36.817 41.570 49.38

 KLD 10.834 10.902 10.878 5.708 5.621 5.530 
JSD 12.063 12.125 12.308 11.163 11.112 11.08

 
VAE-stega 

 (BERT-LSTM) (HC) [21] 

bpw 1.000 1.866 2.596 1.000 1.954 2.748 
ppl 30.266 36.349 40.832 35.076 37.887 46.75

 KLD 11.277 10.193 9.853 6.107 5.820 5.344 
JSD 11.979 11.803 11.809 11.024 10.963 10.87

 
GPT-2(AC)[47] 

bpw 0.441 1.353 2.174 0.176 1.091 2.005 
ppl 18.061 21.563 26.528 21.918 24.974 30.70

 KLD 17.964 16.200 15.565 9.622 7.768 6.608 
JSD 13.288 13.150 13.325 11.563 11.164 11.02

 VAE-stega (LSTM-
LSTM) 

 (AC) [21] 

bpw 0.423 1.351 2.194 0.294 1.252 2.228 
ppl 39.166 37.817 51.090 29.083 34.336 42.88

 KLD 11.296 10.312 8.489 7.251 5.166 4.462 
JSD 11.618 11.468 11.373 11.067 10.715 10.61

 VAE-stega (BERT-
LSTM)  

(AC) [21] 

bpw 0.409 1.358 2.205 0.337 1.182 2.169 
ppl 28.879 31.572 47.611 25.927 30.493 36.44

 KLD 11.912 9.337 8.201 6.914 6.573 5.621 
JSD 11.641 11.319 11.185 10.995 10.872 10.72

 Table 5. The comparison of anti-steganalysis ability of neural network-based unconstrained GLS 

Reference Text steganalysis method IMDB Twitter News 

[11] 
Method in [53] 0.551 0.497 0.535 
Method in [54] 0.615 0.642 0.665 
Method in [40] 0.830 0.759 0.718 
Method in [55] 0.823 0.778 0.743 

[13]-FLC 
Method in [53] 0.465 0.480 0.473 
Method in [54] 0.553 0.520 0.572 
Method in [40] 0.552 0.659 0.548 
Method in [55] 0.642 0.625 0.652 

[17]-VLC 
Method in [53] 0.475 0.480 0.485 
Method in [54] 0.562 0.513 0.531 
Method in [40] 0.527 0.559 0.493 
Method in [55] 0.527 0.560 0.507 

4.4 Constrained GLS 
Constrained GLS refers to a kind of steganography that realizes information hiding under some 
form of carrier constraint, and the constraint carrier includes image, text and so on. Different 
from unconstrained GLS, the constrained follows the similar idea of multimodal language 
generation and generates stego text under some form of carrier constraints. In this paper, we 
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subdivide this type of method into text-based constrained GLS and non-text-based constrained 
GLS based on the constraint carrier. 

4.4.1 Text-based Constrained GLS 
Text-based constrained GLS is a type of text steganography that realizes information hiding 
under the constraint of a certain format of text carrier, such as lists, jokes and so on. In the 
earliest, Desoky [56] promotes a constrained information-based paradigm of GLS, Nostega, 
and then presents many steganographic methods based on that. Later, such methods based on 
deep learning are also proposed successively.  

Alice and Bob communicate with each other in different professions through Internet or 
Email. Under the certain constrained text in the specific field, Alice generates stego text 
according to the two modules of text generation and steganographic encoding and then sends 
them to many customers, but only Bob knows the rules to extract secret information. Desoky 
presents the steganography named Listega [57], which takes the subject of list items as 
constraint information and selects the encoded list candidate according to secret information 
to generate stego text. Subsequently, Desoky [58] proposes Chestega, which encodes the 
players or the position of the chessboard, and then generates training documents, game 
analysis, news articles and other texts under the constraints of these specific lists or chessboard 
steps. [59] designs Jokestega to generate steganographic textual joke under the constraint of 
keywords of joke. [60] proposes Educatega takes the questions, competitions and exams 
related education as constraint information to generate stego text to hide the existence of secret 
messages. This method generates questions containing secret information under the constraints 
of the question bank generated by the system. Desoky [61] also proposes a constrained GLS 
called Sumstega, which extracts secret information by comparing the differences between the 
cover and stego text under the constraints of the original text abstract. 

Based on the idea above, Yang et al. [62] refers to the seq2seq of story generation, they use 
convolution language model to generate the premise firstly, and then generates the stego text 
through a CNN-CNN sequence under the constraint of the premise. 

4.4.2 Non-text-based Constrained GLS 
Non-text-based constrained GLS is a type of text steganography under the constraint of non-
text carrier, which mainly refers to knowledge graphs (KGs) based constrained GLS and 
images based constrained GLS. The former generates stego text under the constraint of KGs, 
and the later constrains the generation of image title by extracting image features and hides 
the secret information.  

Based on the constraint of KGs, Yang et al. [63] proposes Graph-stega using KG to guide 
sentence generation, which first encodes the path of KG and extracts the corresponding 
knowledge subgraph according to the secret information, then extracts semantics with graph 
state LSTM [64] under the constraint of knowledge subgraph and generates stego text with 
LSTM decoding end. Based on the same principle, Li et al. [65] selects the knowledge 
subgraph of a specific topic, and then accompanies with secret information as the input of the 
encoder based on the transformer. Under the constraint of the KG, the decoder LSTM was 
used to generate the stego text with a specific topic, this method combined with huffman 
encoding to realize information hiding. 

Based on constrained of images, Wen et al. [16] constructs an end-to-end CNN-LSTM 
model, called neural image caption (NIC) to realize the task of generating steganographic titles 
under image information constraints, they also combining three encoding algorithms: word by 
word hiding (WWH), sentence by sentence hiding (SSH) and Hash hidding (HH). Different 
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from the steganography mentioned above, Li et al. [22] embeds secret information in image 
description by dynamic synonym substitution to overcome the drawback that the statistical 
characteristics of synonym frequency change after embedding. 

4.4.3 Analysis of Constrained GLS 
The linguistic steganography from unconstrained to constrained represents researchers pay 
more and more attention to this field. The existing restricted linguistic steganography is based 
on some widely used format carriers to realize information hiding, due to the massive existence 
of these carriers in the network and the novelty of steganography, the existing steganalysis 
methods are not very targeted, so it has good security and imperceptibility.  
Cognitive-imperceptibility: This paper mainly compares the cognitive-imperceptibility of the 
steganography based on NIC [16] and SIC [22]. As can be seen from Table 6, the performance 
of the two frameworks is almost the same. 
 

Table 6. The comparison of cognitive-imperceptibility of constrained GLS based on NIC and SIC. 

Reference BLEU-1 BLEU-2 BLEU-3 BLEU-4 CIDEr ROUGE-L METEOR 
[16] 0.723 0.555 0.420 0.321 0.991 0.540 0.259 
[22] 0.720 0.550 0.416 0.317 0.967 0.537 0.256 

5 Conclusion and Future Work 
Text steganography is a challenging and promising problem in the field of information security. 
Thanks to the emergence of GLS which aims to generate stego text close to cover, it greatly 
improves the hidden capacity and can resist previous steganalysis methods. As a 
comprehensive review on GLS, this paper focus on the framework of the GLS, classifies and 
evaluates properly the existing methods according to generation model, technique and 
encoding algorithm. GLS aims to ensure its security and improve the hidden capacity at a 
higher level, despite the tremendous success achieved of these issues in past years, there are 
remains a huge margin for improvement and development. This paper looks forward to the 
following domains after combing the existing contributions:  
1. Control text semantics to improve the quality of steganographic text: The existing   

has made more efforts to improve the quality of generated steganographic text, but they 
just carry out predictive control during generation process, which is difficult to generate 
high-quality long text. Therefore, the next work will not only focus on the quality, but also 
consider the sematic consistency of the generated content to control the semantics 
necessarily, we should pay attention to the development of the controlled text generation 
(CTG) over the next few years. 

2. Minimal steganographic distortion to improve the ability of anti-steganalysis: Most 
GLS only consider the difference between local candidate choices during the controlling 
generation process according to secret information, namely steganography distortion, 
resulting in poor ability of anti-steganalysis. Therefore, in order to reduce steganographic 
distortion, the next work will consider to adaptively control the steganographic text during 
the generation process from the global point of view, for example, optimizing the encoding 
algorithm to minimize distortion by using dynamic programming algorithm. 

3. Increase adaptation scene of constrained GLS to improve imperceptibility and 
security: Compared with the unconstrained GLS, the constrained has higher 
imperceptibility, the next work will increase the categories of the constrained GLS to make 
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it has a broader application scenario, meanwhile, we should ensure the quality of the 
steganographic text and its imperceptibility.  
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