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요 약

교통 표지 인식은 교통 련 문제를 해결하는 데 요한 역할을 한다. 교통 표지 인식  분류 시스템은 교

통안 , 교통 모니터링, 자율주행 서비스  자율주행 차의 핵심 구성 요소이다. 휴 용 장치에 용할 수 있

는 경량 모델은 설계 의제의 필수 측면이다. 우리는 교통 표지 인식 시스템을 한 잔여 블록이 있는 경량 합

성곱 신경망 모델을 제안한다. 제안된 모델은 공개 으로 사용 가능한 벤치마크 데이터에서 매우 경쟁력 있는 

결과를 보여 다.

ABSTRACT

Traffic sign recognition plays an important role in solving traffic-related problems. Traffic sign recognition and 

classification systems are key components for traffic safety, traffic monitoring, autonomous driving services, and 

autonomous vehicles. A lightweight model, applicable to portable devices, is an essential aspect of the design agenda. 

We suggest a lightweight convolutional neural network model with residual blocks for traffic sign recognition systems. 

The proposed model shows very competitive results on publicly available benchmark data.
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Ⅰ. Introduction

Traffic sign recognition systems have been an 

interesting topic in the research community for the 

past 30 years. The main reason is the 

indispensability of protecting human life and saving 

more people on the road. From one study to 

another, scientists worked to improve the accuracy 

and recognition rates of these systems. The 

proposed models are mainly divided into two 
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categories: non-automated feature extraction 

approaches and deep learning-based automated 

methods. Prior to deep learning, classical 

recognition models were applied along with manual 

labeling and feature extraction from specific color 

acceptance and machine learning-based models, 

dramatically reducing model efficiency in both 

accuracy and speed [1-2]. As is evident, manual 

labeling requires more work and the model does 

not guarantee the target performance.

In the post deep learning era, detection and 

classification methods have changed significantly. 

Neural network study has gradually become a 

popular field in the research community. 

Automation of models can eliminate the laborious 

manual annotation and automatically extract the 

features from the input data. In particular, 

Convolutional Neural Networks have shown 

improved accuracy in the fields of grid data 

classification and object detection [3].

The rest of the paper is arranged in that way: 

Section II review some related works on traffic 

recognition systems. Dataset is described in Section 

III. Section IV details proposed model architecture. 

In Section V, we show the results of conducted 

experiments. Finally, conclusion and future work 

are drawn in Section VI [4-23].

Ⅱ. Related works

Methods for traffic sign recognition systems 

have been extended from color and shape based 

models to machine learning and finally deep 

learning based models. CNNs have attracted 

attention in the field of feature extraction and 

pattern recognition over the past decade and have 

been widely applied to tasks related to classification 

and detection [3].

One of the most common approaches is a 

color-based model. Different color spaces are used 

for segmentation of road images such as HSV, 

RGB, and HIS [5,8,10]. Others are shape-based 

models. The effectiveness of the circular traffic 

sign recognition system is studied by [1]. 

Symmetry information for circles, triangles, squares 

and octagons was adopted by [4]. The Hough 

feature extraction model was proposed by [7].

Fine grained classification applying different 

methods through a pipeline of three stages: feature 

extraction, dimensionality reduction and 

classification was proposed by [13]. They merged 

grayscale values of traffic sign images and 

Histogram of Oriented Gradients (HOG) based 

features, reducing the dimensionality through 

Iterative Nearest Neighbors-based Linear 

Projections (INNLP) and classifying with Iterative 

Nearest Neighbors. Shaped based detection 

algorithms to recognize traffic signs was proposed 

by [6]. The authors chose convolutional neural 

network for the purpose of classification. After 

simulation they obtained higher accuracy result of 

the benchmark. 

Ⅲ. Dataset

We applied German Traffic Sign Recognition 

Benchmark (GTSRB) [9] for training and testing 

the proposed model. Input images were randomly 

obtained from the camera in a real-time scene and 

was first provided by the International Joint 

Conference on Neural Networks (IJCNN) in 2011. 

The dataset includes 51838 images in 43 categories 

of each image resolution is dynamically changed 

from 15x15 to 250x250 pixels. The images with 

constantly changing scales increase the richness of 

the data and can improve the fitting effect of the 

network. Table 1 shows the distribution of GTSRB 

dataset for training, validation, and testing. The 

validation data was chosen as 15% of the given 

training data set.
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Training Validation Testing Total

33326 5882 12630 51838

Table 1. Cardinality of GTSRB dataset

Figure 1 shows some examples of the dataset. 

As it is clear from the examples that dataset has 

different outside variations.

Fig. 1 Example images from GTSRB dataset.

Ⅳ. Proposed Architecture

We introduce a traffic sign recognition system 

that carries out fine-grained classification to traffic 

sign images through a lightweight CNN whose 

main blocks are convolutional and residual block 

modules. In order to find an accurate and efficient 

model for our purpose, we first study and discuss 

the two steps: the effect of processing the input 

data prior to model computation and the structure 

of the proposed model architecture. Finally, we 

discuss weight initialization for the model. Figure 2 

shows our overall architecture.

Fig. 2 Flowchart of proposed model architecture.

4.1 Data Pre-processing

Traffic sign samples from GTSRB are raw RGB 

and sizes vary from 15x15 to 250x250 pixels. To 

make compatible input data to our model process, 

all input data are down-sampled or up-sampled to 

32x32 pixel size. Furthermore, we also use data 

normalization method, a specific way to normalize 

the image pixel value from (0, 255) to (0, 1), that 

has a similar data distribution for the entire dataset 

before feeding to the CNNs part. Image 

normalization process helps the network training to 

converges faster and better, accelerating the model 

process speed. The process is run by subtracting 

the dataset mean from the input and divide it by 

the standard deviation of that feature as well for 

each RGB channels:

   .  (1)

4.2 CNN with Residual Blocks

Our CNN architecture is consisted of overall six 

feature extraction layers, of which two of them are 

residual blocks and final layer for classification. 

Full view of the CNN model is given in Figure 3.
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Fig. 3 CNN part overview.

The first convolution layer is a 3x3 kernel filter 

applied. Max pooling is not applied to preserve 

initial features. In the second layer, the kernel filter 

is equivalent to an additional 2x2 max-pooling layer 

to reduce the dimensions of the previous layer. A 

two-part residual layer is then applied to the skip 

connection, especially to avoid performance 

degradation. After that, two convolutional layers 

with max-pooling and one residual block are 

connected to the model. Finally, we perform a 

dimensional transformation in a fully connected 

layer on the extracted output features and apply a 

softmax activation function to classify one of 43 

traffic signs.

The first layer has 64 filters, the second layer 

has 192 filters, the initial residual block has 192 

filters, and each subsequent layer has the same 256 

layers for the next residual block. The model uses 

only a fraction of the memory in terms of the total 

trainable weights. 

Rectified Linear Units (ReLU) were applied 

non-linearly through each layer and a dropout of 

20% was applied as a normalization step.

4.3 Weight Initialization

We train the proposed model from scratch 

without additional data or pre-trained weights. A 

random value with a mean Gaussian distribution 

and zero standard deviation initializes the weights 

for both convolutional and fully connected layers.

Ⅴ. Experimental Results

The performance of the model is analyzed by 

conducting experiments on the GTSRB dataset. 

PyTorch open source deep learning framework is 

adopted for implementation. For the model cost 

function, multi-class Cross-entropy loss is applied.






log  log . (2)

Here   is target   is activation of the logistic 

function.

All layers are adjusted using Adam (Adaptive 

moment estimation) optimization technique [11] with 

256 batch size. Learning rate is 1e-4, respectively.

 Plot of training and validation accuracy is given 

in Figure 4. There is no extra fluctuation of 

validation accuracy even if the validation data is 

randomly selected without stratification. This can 

be explained by the robustness of Adam gradient 

descent [11]. We compares the accuracy on the 

GTSRB dataset in the Table 2.

Accuracy may be not the best metric to measure 

the model efficiency. Thus we evaluated our model 

furthermore using the classwise weighted average 

of precision, recall and F1 score in the Table 3.
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Fig. 4 Train and valid accuracy vs epochs.

Models Accuracy(%)

Modified LeNet-5 [14] 95.20

LeNet architecture [13] 96.23

Small CNN [16] 97.40

Improved LeNet-5 [15] 98.12

Deep CNN [18] 98.96

Efficient CNN [17] 99.66

Proposed model 99.09

Table 2. Accuracy comparison on GTSRB

Precision Recall F1 score

0.991 0.991 0.991

Table 3. Classwise Weighted Average Metrics

Ⅵ. Conclusions

We propose a lightweight residual layer-based 

convolutional neural network for traffic sign 

recognition problems. The proposed model is very 

fast compared to other deep CNN models and uses 

only a fraction of the memory. Our future work 

will be modifying and testing the proposed model 

on other small sized classification problems.
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