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Abstract 

 
People are constantly exposed to stress and anxiety environment, which could contribute to a 
variety of psychological and physical health problems. Therefore, it is particularly important 
to identify psychological stress in time and to find a feasible and universal method of stress 
reduction. This research investigated the influence of different music, such as relaxation music 
and natural rhythm music, on stress relief based on Electroencephalogram signals. Mental 
arithmetic test was implemented to create a stressful environment. 23 participants performed 
the mental arithmetic test with and without music respectively, while their 
Electroencephalogram signal was recorded. The effect of music on stress relief was verified 
through stress test questionnaires, including Trait Anxiety Inventory (STAI-6) and Self-Stress 
Assessment. There was a significant change in the stress test questionnaire values with and 
without music according to paired t-test (p<0.01). Furthermore, a model based on Transformer 
for stress level classification from Electroencephalogram signal was proposed. Experimental 
results showed that the method of listening to relaxation music and natural rhythm music 
achieved the effect of reducing psychological stress and the proposed model yielded a 
promising accuracy in classifying the Electroencephalogram signal of mental stress.  
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1. Introduction 

Life maintains a complex dynamic equilibrium, called homeostasis, which is constantly 
under shock from adverse pressures, internal or external, real or perceived [1]. The human 
body's physiology and psychology will respond accordingly to such changes, which is called 
stress when balance, equilibrium, or harmony is threatened [2]. When people face stress, the 
human body regulates through the complex physiological and behavioral central nervous 
system, but if the stress is excessive or the duration is too long, it can facilitate the development 
of diseases. Researches show that chronic exposure to stressful circumstances leads to a certain 
degree of atrophy of the hippocampus, leading to lapse of memory, in addition to increase 
susceptibility of people exposed to the virus to upper respiratory infections [3].  

There are many stress management techniques, such as meditation, yoga, sleep, deep 
breathing, watching movies, massage, music, sports and playing with friends, which help 
relieve stress. Music listening is increasingly recognized as an effective stress management 
method. Regular music listening has potentially positive effects on stress relief [4]. The 
experimental results from previous studies have showed that music is able to relieve stress [5]. 
Calming music can reduce tension and have a relaxing effect [6]. Music that triggers 
autonomous sensory meridian response (ASMR) and relaxing sounds can lower people's stress 
levels [5]. An analysis of 22 experimental studies demonstrated that listening to music could 
significantly reduce stress-induced arousal [7]. Research has also showed the effectiveness of 
listening to music on improving alpha activity and hence relaxation [8]. 

There are two test methods, one is the stress perception scale, the other is to measure stress 
through physiological changes. Physiologically, pressure can be measured by skin 
conductance level galvanic skin response (GSR) [9], Electroencephalogram (EEG) [10, 11], 
blood pressure (BP) [12], electromyography [13], Blood Volume Pulse (BVP), heart rate 
variability (HRV) [14], skin temperature (ST), Respiration, blink rate and pupil dilation. 
Common stress perception scales include Cohens’s Perceived Stress Scale (PSS) [15], holmes 
rahe stress inventory [16], state-trait anxiety inventory (STAI) [17], NASA Task Load Index 
rating scale (NASA-TLX), Stress Response Inventory (SRI) [18] and Dundee Stress State 
Questionnaire. Most of the existing studies employed psychological tests to measure stress, 
such as scales and questionnaires, which have a lot of subjective factors and take a long time. 
Besides, this type of stress assessment method requires well-trained personnel to process the 
assessment, and the physiological indicators are not easy to detect.  

Pressure monitoring by EEG has the advantages of safety, portability, low cost and short 
time consumption. EEG data showed significant differences, even when the subjects were 
performing the same tasks under the same conditions, due to different brain conditions in the 
subjects, including levels of stress, mood, concentration, and fatigue [19]. Brain is the central 
part of stress generation and its spectral features are closely related to different 
psychophysiological conditions. As a result, researches believes that the power of EEG bands, 
such as alpha, beta, delta, theta and gamma, is the most credible indicators when detecting and 
analyzing stress [20, 21]. Power spectrum has been widely applied in the analysis of stress 
[22]. Alpha and beta waves are markers of pressure levels [23], and alpha band asymmetry 
and relative gamma power can be used to assess pressure [24].  

Recently, machine learning, especially deep-learning based stress analysis using EEG 
signals has attracted significant attention. In [25], multi-layer perceptron (MLP), Naive Bayes 
(NB), and support vector machine (SVM) were used for stress classification and an accuracy 
of 92.85% and 64.28% is achieved in the two categories and the three categories of stress. In 
the study of [26], long-term stress was classified using support vector machine based on resting 
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state EEG signal. The alpha asymmetry was calculated, which was used as feature for 
classification with a classification accuracy of 85.20%. In [27], authors developed an EEG-
based pressure recognition system by convolutional deep learning neural network (deep CNN) 
and Fully Connected Deep Neural Network and with an average recognition accuracy of 
86.62%. In [28], it was showed that a multiclass two-layer Long Short Term Memory (LSTM) 
Recurrent Neural Network (RNN) classifier had good effect on stress recognition and with an 
accuracy of 93.27%.  

The stress state occurs over a period of time, rather than a transient response, and there may 
be a connection between pulses that occur within a short time period. It would be nice if the 
model used for stress state identification also takes into account the past under the 
circumstances. CNNs are local networks decided by the kernel size and respective step size, 
and LSTMs may be unable to consider this long-term dependency because of the forgetting 
factor. However, the attention mechanism used in the transformer is a mechanism to freely 
select contextual information which is a reference [29]. The key of attention mechanism in 
Transformer models dependencies, and it is not constrained by long distances in the sequence 
[30]. On the other hand, the convolution operation destroys the spatial properties of EEG 
signals due to the mixed multiplication and addition. Research suggests that it may be more 
beneficial to employ the multi-head attention on spatial ordinates to include representational 
similarities between regions [31]. The network architecture Transformer, completely applies 
the attention mechanism to map the global dependencies between inputs and outputs, avoiding 
recursion. It is entirely based on the attention mechanism, and self-attention associates 
different positions of a sequence to compute a representation of that sequence. Intrinsically, it 
is a mechanism for measuring similarity [29].  

Transformer was first used in encoder-decoder in machine translation fields to compress 
all necessary information into a vector of length X. It requires significantly less training time 
and it has more parallelism [32]. The model has proven to be a simple and extensible 
framework, and is extensively applied in Natural Language Processing fields, for example 
machine translation, question answering system, text summarization and speech recognition. 
In addition, the great success in natural language processing has been explored in the computer 
vision. It is becoming a more general framework for learning sequence data.  

The study mainly explores the stress-relieving effects of different music by analyzing of 
EEG and to verify the function of music on stress relief through stress test questionnaires. A 
model based on Transformer is proposed to classify EEG signals at different levels of the 
mental stress. The remainder of this paper is structured as follows. First of all, Section 2 
presents the specific methodology, which discusses methodologies for data acquisition, signal 
processing and classification. Section 3 discusses the experimental results of stress 
classification in response to different music as well as the statistical analysis.  Finally, Section 
4 of this paper makes a conclusion. 

2. Method 
Fig. 1 illustrates the overview of a model based on Transformer for stress level classification 
from EEG signal. As the first step, the pressure experiment was carried out in the laboratory. 
EEG signals are recorded using the EEG signal acquisition equipment during the experiment 
to obtain the original stress experiment data. Then, as the second step, denoising the raw data 
by MATLAB to reduce noises and artifacts of the EEG signal to improve signal quality. The 
preprocessed data were normalized and divided to form a multidimensional matrix, which was 
used as the input of the psychological stress classifier model. As the last step, the model based 
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on Transformer was used to classify data set. 
 

 
Fig. 1. The overview of a model based on Transformer for stress level classification from EEG signal 

2.1 Experiment Procedure 
The EEG signals were collected from 23 healthy right-handed subjects recruited from the 
university (age ranged: 18-24, 6 females and 17 males). Participants were asked to get enough 
sleep the day before the experiment and were forbidden from drinking alcohol, coffee, tea and 
smoking. The experimental procedure was introduced to the subject and informed consent was 
obtained.  

The EEG signals were recorded using the EEG cap of GREENTEK and Neuroscan 64 lead 
electroencephalograph device on Scan 4.5 acquisition software platform. The sampling 
frequency is 512 Hz. Before data recording, conductive paste was applied to the subject's EEG 
cap electrodes while the impedance was monitored to keep it below 10kΩ. The electrodes were 
placed using the international 10-20 system, and the schematic diagram is demonstrated in Fig. 
2. 

The experiment was designed on E-Prime. Cognitive stimulation methods include visual 
stimulation, auditory stimulation and so on. Research shows that more than 70% of human 
perception of the external environment comes from vision system [33]. In this experiment, 
mental stress was induced by mental arithmetic test, and the data was collected with the aid of 
stress test questionnaire. First, the experiment was introduced to the subjects to help them get 
familiar with the experimental environment in the introductory section. Second, the subjects 
solved sample problems in training section to familiarize them with the experimental process 
before the formal experiment began. The final part was the experiment section after the break. 
The introductory section, the training section and the resting section prevent the subjects from 
being prone to wrong answers and high pressure at the beginning because they are nervous 
when they enter an unfamiliar environment, and having high accuracy and low stress in later 
experiments due to adaptation to the environment. 
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Fig. 2. 10-20 system 

 
Experiment section was divided into four parts, task1, task2, task3 and task4. The subjects 

were asked to remain in a resting state in task1. The subjects were required to complete the 
mental arithmetic test without music in task 2. In the mental arithmetic test, they were required 
to complete the task quickly and accurately. Every arithmetic question commenced with a 
fixation sign (+). In the mental arithmetic test, mixed operations of addition, subtraction, 
multiplication and division were performed such as 39 + 12 × 4. The questions were randomly 
generated and had a numerical value from 1 to 100.  

The feedback displayed “correct”, “incorrect” or “no response” depending on correct 
response, incorrect response or no response to the question. The time limit was 20% less than 
the time limit in the training section. By completing the task within a limited time in this way, 
the subjects were guided to generate time pressure. Task 2 and task 3 required participants to 
finish mental arithmetic test with music I and music II respectively. Music II is relaxing music 
(Weightless, by Marconi Union), and music II is natural rhyming music (ocean, forest, rainy 
day, flowing water, summer night), which were selected by the subjects themselves in order 
to get better decompression effect. 

Immediately after completion of each task, the subjects were required to complete the Trait 
Anxiety Scale (STAI-6) and the Self-assessment of Stress, to provide feedback based on their 
mental stress level just now. Subjects rated the intensity of the stress state from 0 to 9, with 0 
representing no stress and 9 representing high stress in the Self-assessment of Stress. Subjects 
were asked to complete 12 questions, with higher scores indicating greater stress in the Trait 
Anxiety Scale (STAI-6). The mental stress level experienced by the subject in different tasks 
was verified by the stress level determined in the self-assessment questionnaire. 
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Fig. 3 shows the detailed experimental process.  
 

  
 

Fig. 3. Experimental process 

2.2 Signal Preprocessing 
EEG signals are contaminated with noises and artefacts that are not originated from the brain. 
Since cardiac activity, eye and muscle activity signals, and power line noise are also recorded 
by EEG equipment, which reduces the quality of the data, it is necessary to use denoising 
methods to remove these noises.  

A total of 19 electrodes were selected: F3, F4, F7, F8, Fp1, Fp2, Fz in the frontal lobe, C3, 
C4, Cz in the central lobe, P3, P4, Pz in the parietal lobe region, T3, T4, T5, T6 in the temporal 
lobe and O1, O2 in the occipital region. EEG preprocessing and labeling were carried out by 
EEGLAB toolbox of MATLAB. First of all, the EEG signal was bandpass filtered with cutoff 
frequencies of 0.5 Hz and 30 Hz. afterwards, the artefacts were removed by independent 
components analysis technique (ICA). Electro-oculogram (EOG), electromyography (EMG) 
and electrocatdiogram (ECG) artifacts were separated from EEG signals by ICA, and the 
putative source signals were separated from the brain to obtain pure induced EEG signals. 

EEG signals from 23 students were collected. Each experiment includes four tasks, each 
task was 180s, and we took 150s data in the middle for processing. Each 1s segment is taken 
as a sample, which is a 19*128 matrix.  The input of the classification model is a matrix of 
data from all subjects. Before dividing the data set, we randomly scrambled the samples of 
each subject, and then normalized them. Dividing 80% of the data into the training set and the 
rest into the test set. The division of training sets and test sets was done randomly and there 
was no overlap between them. 

2.3 Model Based on Transformer 
A stress classification model based on Transformer is presented in this research to make it 
suitable for EEG signal, which is based entirely on attention mechanisms and completely 
abandons recursion and convolution. Model architecture is shown in Fig. 4. The model follows 
this overall architecture using embedding layer, positional encoding, Transformer Encoder and 
fully connected layer. And Transformer Encoder consists of N blocks with the same structure.  
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 12, December 2022                          3949 

 
Fig. 4. Model architecture 

 
The first part is the embedding layer. The EEG data of each channel is regarded as a patch, 

which are input to embedding layer to obtain the corresponding token embedding.  
The second part is positional encoding. First of all, generating the class token, which is 

used for classification, referring to the bert network. Among them, class token are a learnable 
parameters, and the dimension is the same as that of the token. 

There is no recursion and convolution used in this model, and it is completely replaced by 
the attention mechanism. Therefore, the model does not have the ability to learn sequence 
information like RNN. For leveraging the order and spatial structure of EEG signals, it is 
necessary to actively provide sequence information to the model to help it learn the position 
information. Therefore, the model injects some information about the relative or absolute 
position of the tokens in the EEG signals, that is, the "positional encodings" is added to input 
embeddings. The positional encodings and embeddings have the same dimension dmodel, so that 
they can be added together [32]. Gaussian embedder is used in this paper and the definition of 
Gaussian embedder is 
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Where σ is the standard deviation. The Gaussian embedder is also approximately 

bandlimited like the square embedder. However, the Gaussian embedder has a higher upper 
bound for the stable rank that can be controlled by σ.  

Then, the token embedding and the positional encoding are added to force the subsequent 
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linear layers to learn the temporal relationship. 
Next is a dropout layer and then input the class token, token and position embedding are 

input into the transformer encoder together. 
The third part is Transformer Encoder. Structure diagram of Transformer Encoder is 

demonstrated in Fig. 5. 

 
Fig. 5. Structure diagram of Transformer Encoder 

 
And then there are N blocks with the same structure. Each block contains two sublayers, 

which can be represented by a formula. Where Sublayer (x) represent the output through the 
sublayer. The first sublayer includes layer norm, muliti-head attention, dropout layer and 
residual connection. The second sublayer includes layer norm, feed-forward network, dropout 
layer and residual connection. The residual connection is used to connect the input and output 
together. They need to be the same as the input and output, so the dimension of each layer is 
set as a consistent dmodel. This is different from CNN, which generally reduces the spatial 
dimension and increases the channel dimension. There are only two parameters, N and dmodel. 
 
 ( )     x Sublayer x+  (2) 
 

The layer norm in Transformer Encoder is designed to prevent overfitting. The formula is 
as follows. 
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Where γ and β are learnable parameters.  
The next layer is a multi-head attention which is the kernel. Where each head independently 

generates a different query Q, keys K and values V, where they are all tensors. Multi-head 
attention transforms the query, key and value by learning different projection matrices, and 
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then sends the transformed query, key and value to the attention layer in parallel. Last, the 
outputs that attention are combined and transformed by a linear projection that can be learned 
to produce the output. Specifically, the output is the weighted sum of the valve, so the output 
dimension and the value dimension are consistent. The weight of each value is calculated from 
the similarity between the key and the query corresponding to the value. As the query changes, 
the weights will be different, and the output will be different. That is, a set of tensors query Q, 
keys K and values V go through different fully connected layers, then through the attention 
layer, and then splicing the output of the attention layer, and finally passing through a fully 
connected layer. Parallel attention layers of h = 4 are used in this work. 
 

( ) ( )1 , , , ... ,    O
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( )i   , ,Q K V
i i ihead Attention QW KW VW=    (5) 

 

Where the projections are parameter matrices 
mod

i
el kd dQW ×∈ ,

mod
i

el kd dKW ×∈ ,
mod

i
el vd dVW ×∈  and 

modv elhd doW ×∈ .  
The multi-head attention pay close attention to information in diverse representation 

subspaces at different locations, thus realizing the average calculation with one attention. 
Multi-head attention achieves a global attention extraction and expands the model's ability to 
focus on different positions. Apart from this, the model has excellent parallel processing ability. 
Fig. 6 illustrates the structure diagram of multi-head attention.  

 
Fig. 6. Structure diagram of multi-head attention 

 
Multi-head attention is composed consists of several attentions, that is, independently 

computed multiple times. An attention function implements mapping a query and a set of key-
value pairs to an output, which is calculated as a weighted sum of the values. The weight 
assigned to each value is calculated by a compatibility function of the query with the 
corresponding key [31].  Namely, the self-attention layer uses the query Q and the keys K to 
construct the correlation coefficient, then multipy the values V are by the correlation 
coefficient, and finally sum it up, which is input to the next layer.  

The cognitive behavior of the human brain does not occur in an instantaneous response. 
CNN is difficult to model long sequences. If the sampling points are far apart, complex 
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operations are required to connect them. And the convolution operation destroys the spatial 
properties of EEG signals. However, if attention mechanism is used, all data can be seen at the 
same time. The attention mechanism is a mechanism to freely select contextual information, 
which is a mechanism for measuring similarity. 

The following formula shows the attention mechanism. Among them, queries and keys are 
of equal length, which is dk, and the length of values is dv. Finishing the inner product of each 
query and key, as the similarity, and then dividing the length of the vector kd . Then geting 
weights using softmax, and the sum of the weights are 1. Because matrix multiplication is used, 
it can be computed in parallel. In contrast, RNN is calculated step by step, so it is difficult to 
parallelize the operation, which takes a long time. And if the information is relatively long, the 
earlier information may be lost, or may occupy a large amount of memory 
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T

k
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The structure of the MLP (Multilayer Perceptron) layer in Transformer Encoder is shown 

in Fig. 7. MLP layer includes a fully connected layer, an activation layer, a dropout layer, a 
fully connected layer, and a dropout layer. Among them, the parameters are different at each 
layer.  

 
Fig. 7. Structure diagram of MLP 
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The activation function selects GELU (gaussian error linear units), which could avoid the 
problem of gradient disappearance. The formula is as follows. 

 

 
2

2 ( )
2

               

( ) ( )

2
  

X

x

GELU x x x

ex dX

µ
σ

πσ

−
−

−∞

= ∗Φ

= ∗∫
 (8) 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 12, December 2022                          3953 

Where Φ (x) represents the cumulative probability distribution of the Gaussian distribution.  
The fourth part is the fully connected layer. The output of the class token is extracted, and 

the classification result is obtained through the fully connected layer. 
Cross entropy was used as the loss function for the model in this research and Adam 

optimizer was used to train the model. The cross entropy loss function formula is as follows.  
 

( ) ( )( )( ( ), ( )) logi i
i

H p x q x p x q x= −∑    (9) 

Where p (x) is the true distribution and q (x) is the predicted distribution. 

The formula for the Adam optimizer is as follows. 
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Where (10) represents the estimation of the first-order moment of the gradient. Equation 

(11) represents the estimation of the second-order moment of the gradient. Equation (12) 
represents the correction of the estimation of the first-order and second-order moment 
estimation. Equation (13) represents the dynamic constraint on the learning rate. β is the 
learning rate, t is the number of iterations, and v is the momentum variable. 

3. Result and Discussion 

3.1 Statistical Analysis 
Statistical analysis was carried out for group I and group II respectively.  Paired t-test is 
performed respectively based on the Self-assessment of Stress and Trait Anxiety Scale before 
and after listening to the music track. The results shown in Table 1. 

The mean, standard deviation and p-values based on the Self-assessment of Stress and Trait 
Anxiety Scale are shown in the table. As you can see from the table, the stress value of listening 
to music I was 81.75% and 90.08% of the before, respectively. Similarly, the stress of listening 
to music II was 75.18% and 88.63%. It can be seen from the experimental results that both 
relaxing music and natural rhythm music have a certain decompression effect. 

The significance level selected in this research is 0.05 in the paired t-test. The p-values 
show that there was significant change in stress before and after listening to music. In other 
words, subjects experienced a significant reduction in stress by listening to Music I and Music 
II. 

Table 2 shows the average response time and response accuracy of all subjects under 
different tasks.  The results show that subjects achieved shorter average response time and 
higher response accuracy by listening to Music I and Music II compared with the results from 
no music condition. This is because the higher the stress, the more difficult it is for people to 
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concentrate when performing a task, which leads to significantly increased task completion 
time. This result is consistent with previous literatures that stress levels can be reduced by 
listening to music. 
 
Table 1. Differences among the subjects of music I group and music II group based on Trait Anxiety 

Scale and Self-assessment of Stress scores before and after listening music tracks by paired t-test 

 
Table 2. The average response time and response accuracy of different tasks 

3.2 Experimental Results 
Table 3 displays the classification accuracy using model based on Transformer. 92.70% 
accuracy was obtained in the binary classification of task 1 and task 2 in the experimental 
dataset using the transformer-based model. And we obtained 62.05% and 64.74% accuracy in 
the binary classification of tasks 2 and 3, and 2 and 4, respectively.  

We further validated the effectiveness of the proposed model on a public dataset ‘EEG 
During Mental Arithmetic Tasks’ [34]. The database includes EEG signals of subjects before 
and during the mental arithmetic tasks.  81.09% and 74.67% accuracy were achieved based on 
group B and group G data from the dataset, respectively. This shows that the model has also 
achieved good classification results on other EEG datasets. Therefore, the Transformer model 
for pressure classification using EEG signal is effective. That is, Model based on Transformer 
has good applicability for EEG signal classification tasks.  

The EEGNet network is used to compare the performance of the model based on 
Transformer. The EEGNet network is a small convolutional neural network for EEG-based 
brain-computer interfaces. It can be seen that there is a certain gap between the classification 
performance of model based on Transformer and EEGNet network on different datasets. The 
model performs moderately on datasets collected in the laboratory, but performs better on 
public datasets with higher data quality. 
 

   music I group  music II group 

  

 Self-
assessment 
of Stress 

Trait 
Anxiety 

Scale 
 

Self-
assessment 
of Stress 

Trait 
Anxiety 

Scale 

Mean 
Before  5.96 29.83  5.96 29.83 

After  4.87 26.87  4.48 26.43 

Standard 
Deviation 

Before  1.40 5.56  1.40 5.56 

After  1.42 5.37  1.90 6.45 

p-values  0.006 0.041  0.004 0.018 

 Task 2 
( without music ) 

Task 3 
( music Ⅰ ) 

Task 4 
( music Ⅱ ) 

Average Response Time  4.42 3.69 4.38 

Response Accuracy 72.42% 74.18% 73.81% 
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Table 3. The classification accuracy using model based on Transformer 

4. Conclusion 
The study aims to make a thorough inquiry of the influence of different music on the human 
brain in stressful environment. Mental arithmetic test is adopted to produce the stressful 
environment where subjects are asked to complete tasks first without music and then with 
music. Based on two stress test questionnaires, Trait Anxiety Inventory (STAI-6) and Self-
Stress Assessment, both the relaxing music and the natural rhythm music produced a positive 
effect in the stressful situations. Furthermore, a Transformer-based model was proposed for 
EEG classification, which achieved promising performance on different datasets in the stress 
classification task. In summary, we show that EEG signal and the Transformer-based model 
combined can be adopted as an effective method to identify and monitor the stress in the 
human being. And listening to music, such as relaxing music and music with a natural rhythm, 
is a convenient and effective way for stress relief. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Experimental Dataset  Common Dataset 

 Task1&Task2 Task2&Task3 Task2&Task4  Group “B” Group “G” 

 Model based 
on 

Transformer 
92.70% 62.05% 64.74%  81.09% 74.67% 

EEGNet 97.05% 68.85% 68.85%  77.10% 71.66% 
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