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1 |  INTRODUCTION

The rapid development of digital devices, multimedia ser-
vices, and digital networking technologies has made it easier 
to create and transmit videos from many different devices 
and share them on social media platforms, resulting in an 
explosion of video content for online viewing. However, 
after a digital video is acquired through a capturing de-
vice, the video is accompanied by distortion while being 
processed, compressed, stored, transmitted, or reproduced. 
This distorted video must be reproduced accurately within 
the range of human perception. Additionally, it is impera-
tive for a video service system to realize and quantify the 
video quality degradations that occur in the system, so that 

it can maintain, control, and possibly enhance the quality of 
the video data. To this end, video quality assessment (VQA) 
methods have been recently proposed, attracting consider-
able research attention.

VQA methods can be divided into two classes: sub-
jective and objective VQA [1]. In the subjective VQA 
method, a user's satisfaction can be accurately measured, 
because the experiment is performed on an actual viewer 
to measure the video quality perceived and accepted by the 
viewer. However, performing experiments involving multi-
ple viewers is time- consuming and costly. Moreover, it is 
difficult to apply the results to real- time in- service quality 
evaluations. To overcome the disadvantages of subjective 
VQA, the objective VQA method has been proposed. The 
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goal of objective VQA is to design mathematical models 
that can accurately and automatically predict the quality 
of videos. An ideal objective VQA method should be able 
to mimic the quality predictions of an average human ob-
server. Depending on the availability of a reference video, 
in which case there is no distortion and the quality is 
considered perfect, objective VQA methods can be clas-
sified into three categories: full- reference (FR)- VQA [2], 
reduced- reference (RR)- VQA [3], and no- reference (NR)- 
VQA [4]. Among these methods, the NR- VQA method can 
be used in various applications, such as real- time VQA 
and automated quality control [5], because it estimates the 
video quality by accessing only the distorted video without 
requiring any information of the reference video. Because 
of this advantage, the NR- VQA method has been actively 
studied.

A video is a set of consecutive frames that contain var-
ious motion properties. Not only videos from other genres 
with little motion activity, but also sports videos with dy-
namic motion activities have substantial natural spatio-
temporal correlations. Therefore, the perception of motion 
information plays an important role in the perception of 
videos including various motion properties, and this mo-
tion information can be extracted by a system that responds 
to the oriented spatiotemporal energy [6]. When distor-
tions are introduced into natural videos, the property of 
the distorted video will become different from that of the 
natural video; the property of a distorted video deviates 
from that predicted by natural scene statistics models [7]. 
These deviations can be applied as an indicator of video 
quality; however, only a few existing VQA algorithms ex-
plicitly detect motion characteristics and directly use mo-
tion information. Seshadrinathan and Bovik [8] presented 
an FR- VQA method to evaluate dynamic video fidelity by 
integrating both spatial and temporal aspects of distortion 
assessment. Their method delivered scores that correlate 
quite closely with human subjective judgment. Saad and 
Bovik [9] introduced a motion- aware NR- VQA method 
using machine learning. Their approach relies on a natural 
scene statistics model of video scenes in the discrete cosine 
transform domain as well as a temporal model of motion 
coherency occurring in the scene.

Recently, there have been attempts to learn visual mo-
tion sensitivity using deep learning [10] for NR- VQA. In 
NR- VQA using deep learning, Li and others [11] proposed 
a simple and efficient method to extract mean spatiotem-
poral features from video blocks. In their work, the mean 
spatiotemporal features were simply extracted using a 
three- dimensional shearlet transform (3DST), which can 
efficiently capture anisotropic features in multidimen-
sional data. To train a statistical regression model on the 
mean spatiotemporal features for each quality label class, 
a convolutional neural network (CNN) is applied. The 

performance of this method is similar to those of current 
state- of- the- art FR- VQA methods and general- purpose 
NR- VQA algorithms. However, this method does not re-
flect the fact that video distortion caused by fluctuations 
in network conditions may not be the same in every frame. 
To improve quality evaluation, a method capable of pre-
dicting video quality in a frame or block unit from a given 
video quality label for regression learning and reflecting it 
in the quality evaluation of the entire video is required. To 
predict the quality score frame- by- frame, Xu and others 
[12] proposed an NR- VQA method via feature learning. 
In their study, frame- level features were first extracted by 
unsupervised feature learning and used to train a linear 
support vector regression (SVR) model. The final score of 
a single video was obtained by combining the frame- level 
scores using temporal pooling. For non- intrusive speech 
quality assessment, Quality- Net [13] was designed to au-
tomatically learn reasonable frame- level quality, even if 
the quality label in the training data is utterance- wise.

Motivated by previous results, we present an NR- VQA 
for dynamic sports videos based on a spatiotemporal motion 
model.

The main contributions of this study are as follows: (a) 
We apply 3DST to efficiently extract spatiotemporal features, 
which capture the dynamic motion scene statistics from the 
incoming video blocks and use them to estimate the qual-
ity of each video block. (b) We use a concatenation of a 
deep residual bidirectional gated recurrent neural network 
(DRBGRNN) and logistic regression to learn the spatiotem-
poral correlation more robustly for video sequences in detail 
and predict the improved perceptual quality score. (c) We use 
a conditional constraint method in the video block quality as-
sessment to automatically learn reasonable block- level qual-
ity from distorted video blocks. Subsequently, we obtain an 
improved video quality score by combining the block- wise 
scores through a global average.

The rest of this paper is organized as follows. Section 2 
describes the proposed method, Section 3 presents the exper-
imental results, and Section 4 provides conclusions.

2 |  PROPOSED NO- REFERENCE 
QUALITY ASSESSMENT OF SPORTS 
VIDEOS

In this study, we use a regression model- based no- reference 
video quality metric that is trained to learn the mapping 
relationship between the specific feature and subjective 
quality scores and predict the quality score in the testing 
phase.

Figure 1 shows the process flow of the proposed NR- VQA 
approach, which is composed of a training stage and a test 
stage.
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First, in the training phase, each video in the training 
video database contains a video signal and a correspond-
ing subjective quality rating score. The measured subjective 
quality score is labeled as the target quality score of the corre-
sponding video to learn the mapping relationship between the 
specific feature and the subjective quality scores.

In the pre- processing stage, the consecutive video frames 
of each video are converted to grayscale and resized to a fixed 
size suitable for video quality analysis.

Second, each video of the video database is split into 
several blocks to achieve a multidimensional and multi- 
directional analysis. From each segmented multidimensional 
video block, we efficiently extract shearlet- based spatiotem-
poral features with anisotropic properties using 3DST.

Third, the spatiotemporal features extracted from the 
video blocks are concatenated and used for training the 
DRBGRNN. During the training, the DRBGRNN automati-
cally learns the reasonable block- level quality from distorted 
video blocks using a conditional constraint on video block 
quality assessment. With this concept, a mapping relation-
ship between the specific features and subjective quality 
scores can be reasonably learned in block units.

In the test stage, we perform NR- VQA by inputting the 
shearlet- based spatiotemporal features from the test videos into 
the concatenation of logistic regression and trained DRBGRNN.

2.1 | Spatiotemporal feature extraction 
based on the 3D shearlet transform

Sports videos contain dynamic natural scenes with a high de-
gree of motion activities. As shown in Figure 2, in sports vid-
eos, such as from soccer or basketball events, the video scenes 
are largely made up of dynamic and natural motions exhibited 
by numerous players. The human vision system actively seeks 
salient regions and movements in video sequences. Indeed, if 
a moving target or player is observed in one frame of a video 
sequence, it is highly likely that it will also appear in the next 

frame, so dynamic natural information is an important factor. 
Since the object of the video changes its position over time, 
dynamic characteristics including the movement of the object 
should be considered in addition to static characteristics such as 
the edges of the object. To deal with the data in both space and 
time, a spatiotemporal feature extraction technique is applied. 
In particular, 3DST has the advantage of extracting the appar-
ent movement of objects, surfaces, and edges in a visual scene 
containing dynamic motions exhibited by numerous players. 
For this reason, we apply 3DST to efficiently extract spatiotem-
poral features, capturing dynamic motion scene statistics from 
incoming video blocks.

The spatiotemporal feature extraction process is divided 
into four steps: splitting of a video into blocks, calculation 
of 3D shearlet coefficients based on 3DST, mean pooling of 
shearlet coefficients, and normalization. First, the consecu-
tive video frames of each video are converted to grayscale, 
resized to 624 × 360, and cropped into a 416 × 240 center 
patch owing to the fixed input size. Thereafter, each video 
is split into several video blocks, as shown in Figure 3. Each 
video block has a size of 416 × 240 × 80 (horizontal × ver-
tical × temporal). A 50% overlap is used while dividing the 
video. The size of this block is selected through experiments 
for video quality evaluation that include various distortions. 
At this time, the blur effect/noise in the spatial area of the 
original video was not ignored or underestimated.

Second, 3DST is applied to each video block. The 3DST 
is a directional transform approach derived from the theory 
of shearlets. A 3D shearlet considers the motion feature in 
the temporal axis, such that the decomposed coefficients 
can sufficiently approximate the spatiotemporal features of 
video sequences in different scales. Our 3DST can be ef-
ficiently computed by the discrete Fourier transform. The 
Fourier- frequency space of the video block is decomposed 

F I G U R E  1  Flowchart of the proposed NR- VQA system
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www.wileyonlinelibrary.com
www.wileyonlinelibrary.com


   | 541KIM et al.

into four different subfamilies. The first family takes care 
of the low- frequency cube Φ. The other three families are 
associated with the high- frequency domain. Each of them 
corresponds to a pyramid whose symmetry axis is one of 
any cartesian axes ξ1, ξ2, and ξ3 in the Fourier- frequency 
domain, as shown in Figure  4. Thus, three pyramidal re-
gions P1, P2, and P3 are obtained by partitioning the high- 
frequency space. In other words, the 3DST is constructed 
by a shearlet system associated with the pyramidal regions, 
as shown in Figure 3.

The 3DST of a video block is given by.

where Φ denotes the low- pass components; P1, P2, and P3 are 
the first, second, and third pyramid regions from the high- pass 
components depending on the direction, respectively; α and c 
are an anisotropy parameter and a positional element, respec-
tively; ϕ denotes a scaling function associated with the low- 
frequency cube; and p1, p2, and p3 denote shearlets associated 
with three pyramidal regions.

Third, 3D shearlet filters at a particular scale, direction, 
and time are constructed by applying a combination of 
multi- scale decomposition and a direction filtering step to 
each of the three pyramidal regions, as depicted in Figure 4. 
The low- frequency cubes are excluded from the calculation 
of the 3D shearlet filter. The multi- scale decomposition is 
first implemented using the Laplacian pyramid algorithm. 
The directional components are then obtained using shear-
ing matrices to control the orientations in the pseudospher-
ical domain.

The 3D shearlet filter for the first pyramid region is de-
fined as.

using

 where j, k, and m denote the scale, shearing, and translating pa-
rameters, respectively; Aα, 2

j, Sk, and Mc represent the scaling, 
shearing, and translating matrices.

We decompose each pyramidal region into four scales. 
The smaller the scale parameter j, the lower the resolution, so 
only clear contour information, such as edges, exists. On the 
contrary, the greater the j value, the higher the resolution, so 
it contains even more detailed information. Nine directional-
ities are applied to each scale region. Each direction proceeds 
from one side of the pyramid to the opposite side through 
the center of the pyramid, as shown in Figure 5. Therefore, 
the first pyramid region outputs 36 shearlet coefficients by 
analyzing the video block through four scales and nine di-
rectionalities. The second and third pyramidal regions of the 
video block are also decomposed into four scales and nine di-
rectionalities. However, some regions are overlapped among 
the three pyramids. Therefore, we omitted certain shearlets 
lying on the borders of the second and third pyramids, thus 
extracting 52 3D shearlet filters with respect to the multi-
ple scales and multiple directions from the input video block 
through 3DST.

Fourth, we perform pointwise multiplication (denoted by 
.*) of the Fourier- frequency coefficients with each 3D shear-
let filter defined in the pyramid region in the frequency do-
main. The outputs are 3D fused coefficients. Inverse 3DST 
is applied on the fused coefficients to reconstruct the image 
sequence.

Figure 6 shows the process of obtaining the 3D vector of 
the shearlet coefficients through one 3D shearlet filter (j = 1, 
first directional filer in Figure 5) defined in the first pyramid 
region.
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Fifth, the average pooling is applied to each 3D vector of 
the shearlet coefficients at the particular scale, direction, and 
time. Each pooling region has a size of 208 × 120 × 40 and is 
marked with a red block in Figure 7. Eight pooled values are 
outputted from one 3D shearlet coefficient through the average 
pooling. The same procedure is applied to the 52 shearlet coef-
ficients, outputting 416 pooled values. After the mean pooling 
of the 3D vector of the shearlet coefficients in each pooling re-
gion, the pooled values are concatenated as a vector, and every 
element in this vector is subject to a logarithmic nonlinearity.

Finally, to obtain the spatiotemporal motion features, the 
logarithmic vectors are normalized by subtracting the mean 
and dividing by the standard deviation of its elements.

2.2 | Logistic regression concatenated 
with DRBGRNN

In the evaluation of the quality of sports video composed of 
dynamic scenes, the human vision system is concentrated on 
the movement of players, making it essential to consider spa-
tiotemporal motion information for a successful NR- VQA. To 
this end, as the first step in the main phase, we use 3DST to effi-
ciently extract the spatiotemporal features. The second step is to 
incorporate the extracted features into the regression framework 
to make an appropriate NR- VQA. Several deep learning meth-
ods have been investigated for NR- VQA, for example, CNNs 

[14], recurrent neural networks (RNNs) [15], long short- term 
memory (LSTM) [16], and residual neural networks (ResNet) 
[17]. Among the various methods, the general- purpose NR- 
VQA method named SACONVA motivates us in this study. 
In this approach, the primary mean spatiotemporal features are 
extracted by 3DST, and CNN and logistic regression are con-
catenated to exaggerate the discriminative parts of the primary 
features and predict a perceptual quality score. Experimental 
results have shown that SACONVA strongly correlates with 
human perception and is very similar to state- of- the- art NR- 
VQA methods. To improve the performance of NR- VQA for 
sports videos with dynamic motion scenes using spatiotempo-
ral features, we proposed a concatenation of logistic regression 
and DRBGRNN. The proposed DRBGRNN has a structure that 
combines gated recurrent neural networks (GRNNs) [18] and a 
residual framework to learn long- term dependencies and ensure 
the validity of information transmission through bidirectional 
cells and residual connections.

In Figure 8, the DRBGRNN is depicted as an unfolded 
form, in which information flows in the horizontal direc-
tion (temporal dimension) as well as in the vertical direction 
(depth dimension). Excluding the input and output layers, 
there are 13 residual layers with residual connections inside. 
Moreover, each residual layer consists of two bidirectional 
layers, three activity functions, and batch normalization (BN) 

F I G U R E  6  Image sequence reconstruction through the 
inverse 3D shearlet transform [Colour figure can be viewed at 
wileyonlinelibrary.com]

F I G U R E  7  Shearlet- based spatiotemporal feature extraction 
process from the 3D vector of shearlet coefficients [Colour figure can 
be viewed at wileyonlinelibrary.com]
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step. Further, each bidirectional layer contains two gated re-
current unit (GRU) [18] cells, and the output is the result of 
their concatenation.

The GRNN maintains the solution of the LSTM to the 
long- term dependency problem while simplifying the struc-
ture of the complex LSTM. In other words, the information of 
the previous input value is continuously stored in the GRNN 
structure and is outputted and reflected at the required time. 
In addition, GRU can train faster and requires less amount 
of data to generalize, all while using only two gates (an up-
date gate and a reset gate), whereas the LSTM uses three 
gates to control the information flow of the internal cell unit. 
Here, the update gate decides the amount of previous mem-
ory that should be retained, while the reset gate controls the 
combining mode of new input with the previous value. With 
these GRNNs, the temporal correlation can be learned from 
 dynamic motion scenes.

The design of the bidirectional GRNN reflects the addi-
tional considerations required for GRNNs. It extracts power-
ful representations that preserve past and future information 
by taking full advantage of the forward and backward passes 
from time- series dynamic video sequences.

Figure 9 shows the bidirectional GRNN. In our bidirec-
tional architecture, the forward GRUs are calculated by past 
states along the positive time axis while the backward GRUs 
are computed by future states along the reverse time axis. The 
output of the bidirectional layer is represented by the follow-
ing equation from t = 1 to T:

using

where �⃗h and ⃖ �h represent the forward sequences through the left- 
GRU layer and backward sequences through the right- GRU 
layer, respectively; xt, U, W, b, and g denote the current input, 
weight matrix from the input layer to the hidden layer, weight 

matrix from the hidden layer to the hidden layer, bias vector, 
and hidden layer function, respectively.

For the design of the DRBGRNN, the bidirectional GRNN 
is combined with a residual learning framework, which is de-
signed with two main considerations: (a) The residual learn-
ing framework learns the differences between the input and 
output, making it easy to optimize the deep neural network. It 
will be sensitive to small changes in the input values; (b) The 
residual connections over the bidirectional layer help signifi-
cantly improve the training speed by restraining the gradient 
vanishing and exploding problem in deep networks. With 
the above considerations, the proposed DRBGRNN learns 
the spatiotemporal correlation more robustly from video se-
quences based on the residual framework. The output layer of 
the DRBGRNN is then concatenated with logistic regression 
for quality estimation tasks.

2.3 | Conditional constraint on block 
quality assessment

A digital video consists of consecutive frames. After it is ac-
quired through a capture device, it is accompanied by distor-
tion while being processed, compressed, stored, transmitted, 
or reproduced. Sometimes, such a distortion is not station-
ary, or the degree of video distortion is not the same across 
frames. In this case, it is not appropriate to directly assign 
the video- level quality label to every individual frame within 
the input video for the VQA. Just as how human beings can 
perceive the distortion of the video quality of each frame 
or scene and readily evaluate the video quality without any 
reference information, a method that can mimic the human 
visual perception process is required for VQA.

The proposed regression- based NR- VQA method aims at 
achieving the objective VQA using only test videos for es-
timating the perceptual video quality without making any 
reference to the original video. To this end, the regression 
model is trained to learn the mapping relationship between 
video samples and subjective quality scores and to generate 
its prediction- based quality metric. However, the subjective 
quality evaluation scores of the videos given for generating 
the regression model are only overall evaluation scores for 
one video and do not include the detailed quality evaluation 
scores for each video frame or each video block. In other 
words, the intermediate evaluation process is not reflected 
in the generated regression model. If the NR- VQA method is 
designed with a structure that reflects the intermediate eval-
uation process, we believe that a more accurate and effective 
evaluation can be achieved. In such a structure, if noise or 
video distortion occurs in one video block, its quality score 
should be decreased accordingly. Subsequently, the final es-
timated video- level quality score is then obtained by combin-
ing the block- wise scores through a global average. Based on 
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this concept, we incorporate a conditional block- wise con-
straint in the objective function of logistic regression concat-
enated with DRBGRNN.

Figure  10 shows the overall block diagram of the pro-
posed conditional constraint on the video block quality 
assessment.

First, the shearlet- based spatiotemporal features extracted 
from one video block are inputted to the DRBGRNN with a 
quality label. Here, the quality label is the true quality score 
of the input video.

Second, the weighting factor of the objective function is 
calculated using (7):

where Q and QMAX are the true and maximum quality scores, 
respectively.

Moreover, the shearlet- based spatiotemporal features in-
putted to the DRBGRNN flow forward from the input layer 
to the output layer through several hidden layers, thereby cal-
culating the estimated quality score of the output layer.

Third, the estimated quality score of the actual output layer 
is compared with true quality score (as the target value) to 
calculate the error value of the objective function. The output 

layer is a logistic regression concatenated with DRBGRNN, 
and its objective function incorporates a conditional block- 
wise constraint to automatically learn a reasonable block- 
level quality despite the video- level- wise quality label in the 
training data. Accordingly, the error of the objective function 
O, which proceeds in the direction of minimizing errors to 
train the model, is defined as

using

where S, Fs, T, and fs,t denote the total number of training vid-
eos, the estimated quality scores of the s- th video, the number 
of input video blocks, and the estimated block quality of the t- th 
video block of video s, respectively.

The first term in (8) only focuses on the accuracy of video- 
level quality and is not concerned with the distribution of 
block- level quality. On the other hand, the second term in (8) 
forces the block- level quality to follow a uniform distribution. 
That is, the weighting factor α of (7) is calculated accord-
ing to the given video- level quality label, and the block- level 
errors are reflected in the overall error in proportion to the 
weighting factor α. Assuming that the maximum quality 
score is 5, when the quality label of the given video is 5, α is 
calculated as 1, and when the quality label of the given video 
is 1, α has a value of 0.000 1. The higher the quality score, 
the higher the value of the weighting factor. That is, errors 
in a video block segmented from a video with a high- quality 
label are reflected significantly in the objective function, and 
errors in a video block segmented from a video with a low- 
quality label are reflected only to a small extent. In this way, 
when noise or video distortion occurs in one block, reason-
able block- level quality estimation is performed in which the 
quality score is lowered accordingly. This constraint also ex-
plicitly guides the DRBGRNN to differentiate clean frames 
from degraded frames.

Fourth, the total mean error of the objective function is 
moved backward from the output layer to the input layer 
through the hidden layers. Through this process, the connec-
tion strength between the output and hidden layers is updated, 
and the weight of the input layer is also updated. When the 
difference between the output and target values converges 
within a specified range, backpropagation is terminated, and 
the updated weights are stored. These weights consist of var-
ious combinations of connections, where the learning model 
is stored.

This approach makes it possible to automatically learn a 
reasonable block- level quality even when providing only the 

(7)�(Q) = 10(Q−QMAX),

(8)O =
1

S
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[
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2
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]
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quality label for each video of the training video database, 
without detailed quality labels.

3 |  EXPERIMENTS AND RESULTS

In this section, the performance of the proposed method is 
evaluated for the NR- VQA of sports videos with dynamic 
scenes. The subsections present the dataset used for the eval-
uation, experimental setup and a description of the perfor-
mances obtained with the proposed approach.

3.1 | Testbed infrastructure and 
evaluation dataset

We believe that motion information with spatiotemporal 
characteristics plays an important role in human perception 
of video. Considering this, we designed an NR- VQA method 
that can effectively predict video quality through a trained re-
gression model by extracting the spatiotemporal features and 
applying them to the DRBGRNN architecture. Specifically, to 
construct a sports video database with dynamic motion scenes 
and to evaluate the performance of this method on sports vid-
eos, we set up a testbed. The testbed consists of a real- time 
transport protocol (RTP)- video server, RTP- video client, and 
network traffic emulator. The RTP- video server streams vid-
eos to the RTP- video client on demand. Between server and 
client, a network traffic emulator is installed. In the network 
traffic emulator module, a traffic generator is used to simulate 
wireless local area network connections of different traffic 
loads with packet loss. On reception of the impaired video 
with the designed traffic load, the client performs NR- VQA.

The original video set used for constructing an experimen-
tal database through the testbed consisted of 60 10- s videos at 
30 frames per second (fps) from the sports video database. We 
considered two distortions, which can be made in the compres-
sion and transmission stages. To prepare distorted video data 
with compression, the original video data were compressed 
using the H.264 lossy video compression codec at four differ-
ent bitrates: 30, 2, 1, and 0.8 Mbps. If the bit rate is 30 Mbps, 
it is similar to the original video. However, the distortion grad-
ually becomes apparent below the bit rate of 2 Mbps. To con-
sider the transmission error sequences, the packet loss rates of 
2%, 4%, 6%, and 8% were applied using a network traffic emu-
lator. The packet loss rate is calculated as the percentage of lost 
RTP packets with respect to the total number of RTP packets.

To effectively evaluate the performance of the proposed 
method and other VQA methods, the following three video qual-
ity databases are used, which contain several types of distortions.

• The sports video database (SVD): The sports video da-
tabase consists of 60 reference videos and 480 distorted 

videos. All videos are in the YUV420 format with a reso-
lution of 960 × 540. The subjective quality rating score of 
each video is given as a mean opinion score (MOS) rated 
by 15 participants aged between 18 and 40 years. In the 
MOS tests, after viewing each video, the participants rated 
the MOS score on a five- level scale (5 –  Excellent, 4 –  
Good, 3 –  Fair, 2 –  Poor, and 1 –  Bad).

• The categorical subjective image quality (CSIQ) video 
quality database [19]: The CSIQ video quality database 
consists of 12 reference videos and 216 distorted videos. 
All videos are in the raw YUV420 format with a resolu-
tion of 832 × 480 pixels and each video is 10 s long. The 
videos in the database have different frame rates, ranging 
from 24 to 60 fps. Each reference video has 18 distorted 
versions with six types of distortions. The evaluation was 
performed by 35 test subjects using a different MOS rang-
ing from 1 to 100. This video database contains various 
movements of people as well as sports events.

• The KoNViD- 1k video quality database [20]: The 
KoNViD- 1k video quality database consists of 1200 
public- domain video sequences. All the videos are in the 
MP4 format with a spatial resolution of 960 × 540, and 
each video is 8 s long. The KoNViD- 1k videos are encoded 
at three predominant frame rates: 24, 25, and 30 fps. The 
subjective video quality score of each video is given as a 
MOS evaluated by 642 participants through crowdsourc-
ing. This video database contains not only people, but also 
various objects, and contains numerous static scenes.

In each train- test iteration for the experiment, we ran-
domly selected and applied 80% of the distorted videos as the 
training dataset and used the remaining for the test dataset.

3.2 | Performance comparison

We compared the performance of the proposed method with 
those of several NR- VQA methods designed with different neu-
ral network architectures and different spatial and temporal fea-
tures. The NR- VQA methods used for comparison are as follows:

• CF- SVR (codec features and SVR) [21]: Along with fea-
tures based on the spatial perceptual information measure 
and the temporal perceptual information measure, peak 
signal- to- noise ratio estimation from MPEG- 2 and H.264/
AVC analysis was mapped to a perceptual measure of 
video quality by SVR.

• VF- NN (video- level features and neural network) [22]: 
Six frame- level features were extracted from the discrete 
cosine transform coefficients of each decoded frame to 
quantify the distortion of natural scenes. All frame- level 
features for all frames were transformed to corresponding 
video- level features via temporal pooling and inputted into 
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a trained multilayer neural network to provide a predicted 
quality score for the video sequence.

• 3S- CNN (3D shearlet transform and CNNs): Mean spatio-
temporal features were extracted by 3DST as the average of 
the spatiotemporal features for each video block and were 
exaggerated by CNN to make them more discriminative. 
The perceptual quality score was given by a simple logistic 
regression.

• 3S- CNNc: Instead of calculating and using the mean spa-
tiotemporal features, the spatiotemporal features extracted 
from the 3DST were applied to the CNN. The conditional 
constraints were incorporated into the objective function of 
the logistic regression with the CNN.

• 3S- RNet: Instead of using the CNN, a ResNet was adopted 
as a regression model with the mean spatiotemporal fea-
tures. The ResNet had three residual layers and a dense 
layer. Each residual layer consisted of two residual blocks 
with three convolution filters. The output layer was a logis-
tic regression concatenated with ResNet.

• 3S- RNetc: Instead of using the mean spatiotemporal 
features, the spatiotemporal features obtained from the 
3DST were applied to ResNet. The conditional constraints 
were incorporated into the objective function of logistic 
regression.

• CNN- MR (CNN and multi- regression) [14]: The spatial 
features were captured at the frame level by 2D CNN, and 
motion information was extracted as temporal information 
at the sequence level. A multi- regression model was ap-
plied to comprehensively measure video quality.

• ILSTM (improved LSTM) [16]: To predict video quality, 
an LSTM was combined with a decision tree method and 
applied to regression analysis.

• ConvLSTM (CNN and LSTM): The frame- level deep 
features were extracted from the CNN and applied to the 
LSTM network containing LSTM layers and a fully con-
nected layer. The CNN had 13 convolution layers.

• ConvGRU (CNN and gated recurrent units): Instead of 
adopting the LSTM network, a GRU network was used as 
the regression model with frame- level deep features. The 
GRU network consisted of a two- layer GRU, and a tempo-
ral pooling was embedded as an output layer.

To evaluate the performance of NR- VQA, performance 
metrics such as the Spearman rank- order correlation coeffi-
cient (SROCC) and linear correlation coefficient (LCC) were 
employed.

• The MOS metric used in KoNViD- 1k ranged over values 
of 1– 5, while the MOS metric used in the CSIQ database 
ranged over values of 1– 100. To facilitate a fair compari-
son, the range of all MOS metrics was normalized to the 
range 0– 1 before computing LCC and SROCC. Details are 
described extensively in [11].

• The LCC measures the strength of a linear correlation be-
tween the estimated video quality score variable and the 
subjective video quality score variable. The LCC can range 
from +1 to −1, where +1 indicates the best quality estima-
tion, while −1 indicates the worst quality estimation.

• The SROCC measures a single relationship regardless of 
the linearity and represents the LCC between the ranked 
variables. The SROCC has a high value if the two variables 
considered have similar ranks. In the absence of repeated 
score ranks, a complete SROCC of 1 or −1 occurs when 
each of the ranked variables is a perfect monotonic func-
tion of the other.

4 |  RESULTS

Table  1 presents the experimental results of the proposed 
method, along with those of the NR- VQA methods with dif-
ferent neural network architectures and features, on three 
video quality databases: SVD, CSIQ, and KoNViD- 1k.

According to the experimental results of all the com-
parison methods on the SVD, the proposed method, 3S- 
RBGc, achieved the best performance in terms of the 
LCC (0.8768) and SROCC (0.8861). ConvGRU exhibited 
a poorer performance than 3S- RBGc but slightly better 
performance than ConvLSTM. The results of 3S- RBG 
are poorer than those of ConvLSTM, but slightly better 
than the performance of 3S- RNetc in terms of the LCC 
and slightly poorer in terms of SROCC. This is because 
frame- level features cover more detail than spatiotempo-
ral features, even though the structure of the DRBGRNN 
can effectively handle spatiotemporal features. More im-
portantly, the conditional constraint method aids in better 
evaluating the video quality score. The 3S- RNet achieves 

T A B L E  1  Results of experiments on sports video databases

Method

SVD CSIQ KoNViD- 1k

LCC SROCC LCC SROCC LCC SROCC

CF- SVR 0.7753 0.7845 0.8256 0.8349 0.7364 0.7221

VF- NN 0.7826 0.7937 0.8386 0.8497 0.7137 0.7113

3S- CNN 0.8031 0.8158 0.8557 0.8524 0.7513 0.7426

3S- CNNc 0.8167 0.8254 0.8645 0.8731 0.7641 0.7617

3S- RNet 0.8312 0.8462 0.8658 0.8756 0.7825 0.7723

3S- RNetc 0.8537 0.8654 0.8723 0.8827 0.8038 0.7949

3S- RBG 0.8561 0.8641 0.8754 0.8812 0.8035 0.7947

CNN- MR 0.7843 0.7921 0.8341 0.8439 0.7435 0.7225

ILSTM 0.7762 0.7856 0.8301 0.8431 0.7248 0.7147

ConvLSTM 0.8753 0.8683 0.8765 0.8823 0.8087 0.7932

ConvGRU 0.8755 0.8734 0.8784 0.8863 0.8243 0.8176

3S- RBGc 0.8768 0.8861 0.8876 0.8972 0.8101 0.8023
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better results than 3S- CNNc and is less efficient than the 
3S- RNetc. This indicates that, even if the same 3DST- 
based spatiotemporal feature extraction method is applied, 
ResNet provides further improved performance than CNN 
by learning the spatiotemporal features of the input video 
block in detail. In the other four methods, 3S- CNN out-
performs VF- NN, CNN- MR, ILSTM, and CF- SVR, with 
the worst performance provided by CF- SVR. From this, 
we can conclude that the logistic regression model based 
on the CNN outperforms SVR, NN, and MR. In addition, 
it was confirmed that the spatiotemporal features extracted 
using 3DST in each video block are more effective in re-
gression learning than independently extracted spatial and 
temporal features.

To find the optimized parameters of the proposed method, 
comparison experiments were performed in terms of the 
number of residual layers of the DRBGRNN and the number 
of directions in the 3DST fixed at four scales. Table 2 lists 
the experimental results for SVD. From the results, the best 
performance can be obtained using 13 residual layers and 
nine directions, in terms of the LCC and SROCC. When the 
number of directions is nine, the LCC and SROCC increase 
with the number of residual layers as long as the number of 
layers is less than 13. When using more than 13 layers, the 
values decrease. If the number of residual layers is fixed at 
13, performance is degraded when the number of directions 
the performance increases.

In terms of LCC and SROCC for CSIQ and KoNViD- 1k, 
we also achieved the best performance using 13 residual lay-
ers and nine orientations.

The results for the commonly used CSIQ show that best 
performance is obtained with 3S- RBGc in terms of both 
LCC and SROCC. The ConvGRU provides better results 
than 3S- RBG and 3S- RNetc, but slightly poorer results 
than those obtained using the proposed method, 3S- RBGc. 
Performance priorities are almost entirely similar to the re-
sults for SVD. The reason for this is that CSIQ consists of 
videos that contain numerous sports events and movements 
of people.

In the results for KoNViD- 1k with many static scenes, 
ConvGRU slightly outperforms the proposed method. These 
results indicate that a spatiotemporal feature- based logistic 
regression model of the proposed method is more effective 
for visual tracking and motion salience of dynamically mov-
ing objects than videos composed of static scenes.

5 |  CONCLUSION

In this study, we presented an NR- VQA method that can 
effectively predict the video quality through a trained re-
gression model by extracting spatiotemporal features and 
applying them to the DRBGRNN architecture based on a 
conditional video block- wise constraint. We trained and vali-
dated the proposed method on the three most relevant VQA 
datasets. The experimental results showed that the proposed 
method outperforms the state- of- the- art methods in evaluat-
ing the quality of sports video datasets with dynamic motion 
scenes; however, the performance was limited on video data-
sets with many static scenes, such as KoNViD- 1k.

As part of future work, we will develop more advanced 
spatiotemporal feature extraction methods to improve the 
performance of our method not only for sports videos, but 
also for video datasets containing static motion scenes. In ad-
dition, for predicting the video quality under a wider range of 
conditions, we will construct a new hybrid metric that com-
bines the simplicity of the NR algorithm with the accuracy of 
the video quality metric.
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