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1  |  INTRODUCTION

The integration of radio- frequency identification (RFID) and 
wireless sensor networks (WSN) is a growing trend because 
this integrated model has a broad and diverse range of appli-
cations where the advantages of both technologies can be ex-
ploited and applied [1]. In the real world, RFID technologies 
have been adopted in many industrial applications, such as sup-
ply chain management, highway tolls, traffic management, and 
smart home development [2]. WSNs have traditionally been 
deployed in harsh environments to collect data [3]. Therefore, 
the integration of RFID and WSNs is an optimal solution in 
which both technologies complement and support each other.

The RFID and WSN integration model has generated 
an advantageous infrastructure consisting of a network of 

RFID readers, which is known as an RFID network. An 
RFID network consists of readers (reader- integrated nodes 
or simply “nodes”), tags, and a base station. A tag consists 
of a chip and an antenna mounted on a target object from 
which data are read. A reader scans tags to collect data and 
then transmits the collected data to a base station. RFID 
networks are suitable for processing and distributing data 
in dynamic and hierarchical environments, but they also 
face many challenges in terms of real- time performance, 
energy efficiency, redundant data, anti- collision, and au-
thentication efficiency. Among these challenges, filtering 
data for both data cleaning and energy efficiency is a key 
issue in terms of resource utilization and energy consump-
tion [4]. Redundant data are typically created by reading 
tags in overlapping coverage areas, where copies of a single 
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object are created by multiple readers reading the same tag. 
As shown in Figure 1, in an RFID network of three readers, 
the same t2 tag is covered by all three readers r1, r2, and r3. 
Therefore, the tag t2 is interrogated by the three readers and 
the same data from tag t2 are transmitted to the base station 
by all three readers. Therefore, data duplication occurs at 
the base station. Removing this redundancy is necessary 
because it does not provide any useful information.

Redundant data reduction contributes to the efficient use 
of resources in an RFID network. Most proposals for data 
filtering focus on clustering approaches to limit the filtering 
of points, meaning only cluster heads are responsible for data 
filtering [4]. However, this approach quickly depletes the en-
ergy of cluster heads quickly and reduces the lifetime of RFID 
networks. Furthermore, most previous studies have assumed 
that readers are fixed and interrogate mobile tags in a work-
space. However, there are several applications in which read-
ers are mobile and interrogate fixed tags in a specific area. An 
RFID reader can be mounted on a human body or integrated 
into a personal terminal, such as a smart phone or tablet. Such 
mobile devices can then provide mobile RFID reader services 
for accessing tags and retrieving information [5].

This article considers data filtering in a mobile RFID net-
work, where mobile RFID readers move arbitrarily in an in-
terrogation area to retrieve information from static tags. The 
main contributions of this paper are threefold. First, a dy-
namic clustering algorithm is proposed to re- cluster readers 
periodically. Re- clustering is performed because mobile read-
ers can change clusters as they move away from their original 
location. Second, a solution of cluster head rotation (CHR) is 
proposed to balance the energy consumption of readers. The 
criteria for selecting a cluster head are the highest residual 
energy and shortest distance to a base station. Finally, com-
bining these proposals yields the dynamic clustering- based 
energy- efficient data filtering (DCDF) algorithm.

The remainder of this paper is organized as follows. 
Section 2 summarizes and analyzes related works. Based on 
unresolved issues, Section 3 presents the proposed DCDF al-
gorithm, which includes a K- means- based clustering (KMC) 

algorithm (Section  3.2), dynamic reader clustering (DRC) 
algorithm (Section  3.3), and CHR algorithm (Section  3.4). 
Simulations and analysis are presented in Section 4. Finally, 
our conclusions are summarized in Section 5.

2 |  RELATED WORKS

Clustering has been studied extensively in WSNs with a focus 
on energy conservation [6]. Studies related to clustering- 
based data filtering in RFID networks have the same ob-
jective. Choi and Park [7] proposed an in- network phased 
filtering mechanism (INPFM) that filters out global redun-
dant data at nodes along routing paths. Because the INPFM 
is based on multi- hop routing, it checks for redundant data at 
all nodes until a redundancy is detected. However, this leads 
to a high cost of processing and transmitting, which results in 
rapid energy depletion for nodes.

Kim and others [8] introduced a cluster- based in- network 
filtering (CLIF) scheme in which readers are clustered. A 
cluster member is assigned the role of the cluster head, and 
other members of the same cluster send data to the cluster 
head. Therefore, a cluster head collects data from its cluster 
members, filters the collected data, and transmits the filtered 
data through a routing path to a base station. In this method, 
the data reading area is divided into intra-  and inter- cluster 
regions. As shown in Figure  2, a clustered RFID network 
consists of cluster heads that establish two transmission paths 
from CH1 and CH2 to the base station through CH7. Each 
cluster is represented by the coverage of its cluster head, 
where the readers in the reading area of a cluster head belong 
to that cluster. The coverage radius represents the residual en-
ergy of the readers, meaning a selected cluster head is the 
reader with the greatest reading area. Considering the intra- 
cluster redundancy generated by readers in the same cluster 
(eg, tag t1 in the overlapping area of the cluster members of 
CH1), CLIF reduces processing and transmission costs by 
only sending data from cluster members to the corresponding 
cluster heads. In the case of inter- cluster redundancy, which 
originates from tags in the common overlapping coverage 
areas of neighboring clusters (eg, tag t2 in the overlapping 
area between cluster members of CH1 and CH2), CLIF uses 
the same method as INPFM, meaning it is subject to high pro-
cessing and transmission costs.

The energy- efficient in- network RFID data filtering 
scheme (EIFS) [9] improves upon CLIF by using feedback 
messages. If an intermediate cluster head along a routing 
path detects inter- cluster redundancy, then a feedback mes-
sage is sent back to the associated cluster heads. Then, one 
of the associated cluster heads is selected to filter inter- 
cluster redundant data and the other cluster heads forward 
inter- cluster data through the selected cluster head by alter-
ing their routing paths. As shown in Figure 2, inter- cluster 

F I G U R E  1  Example of overlapping reader coverage in an RFID 
network [Colour figure can be viewed at wileyonlinelibrary.com]
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redundancy is detected at CH7. A feedback message is gen-
erated by CH7 and sent back to CH1 and CH2. One of these 
cluster heads (eg, CH2) is assigned to filter redundant data. 
This approach allows EIFS to avoid unnecessary compari-
sons and eliminate inter- cluster redundant data transmissions 
from a source cluster head to an intermediate cluster head, 
which detects redundant data. EIFS has been demonstrated 
to be more effective than INPFM and CLIF in terms of the 
energy required for communication and computation.

An improvement of EIFS is in- network RFID dupli-
cate data filtering (IRDF) [10], where intra- cluster filter-
ing is conducted using EIFS, but inter- cluster filtering is 
performed at neighboring cluster heads, instead of at in-
termediate cluster heads. In this manner, IRDF eliminates 
feedback messages, which increase the delay of data trans-
mission. IRDF has been proven to be the best method in 
terms of energy consumption among existing clustering- 
based data filtering methods [10].

Another approach similar to IRDF is two- phase aggrega-
tion (2PA) [11], where inter- cluster redundancy is handled by 
neighboring cluster heads. Specifically, neighboring cluster 
heads frequently exchange messages with each other to de-
tect inter- cluster redundancy and eliminate detected redundant 
data prior to transmitting data to a base station. As shown in 
Figure 2, CH1 exchanges messages with CH2 to detect inter- 
cluster redundancy. One of these two cluster heads (eg, CH2) 
is then assigned to filter out detected redundant data. 2PA also 
eliminates inter- cluster redundancy, but increases the cost of 
exchanging messages among neighboring cluster heads.

All of the methods discussed above target fixed RFID 
networks, where readers are fixed and interrogate mobile 
tags. However, there are several applications in which read-
ers are mobile and interrogate fixed tags in a specific area. 
In such applications, readers are mounted on human bodies 
to monitor movement [12] or attached to smartphones or 
tablets to query information regarding items/goods [5].

There have also been studies on mobile RFID networks, 
such as constructing a hierarchical wireless master- slave 

RFID reader architecture for smart home service systems 
[13], proposing localization algorithms for tracking hu-
mans [12] or objects [14] in specific areas, suggesting anti- 
collision solutions for interrogation between readers and 
tags in high- density areas [15,16], and ensuring the secu-
rity of mobile RFID systems based on authentication [17]. 
However, there have been very few studies related to data 
cleaning, particularly clustering- based data filtering in mo-
bile RFID networks. Therefore, additional research in this 
area is required.

In summary, the following three issues need to be resolved:

• Previous studies on clustering- based data filtering have 
only considered fixed RFID networks, where readers are 
assumed to be fixed. However, readers can be mobile 
in many applications. Therefore, dynamic clustering is 
necessary.

• The number of readers per cluster has a significant impact 
on the lifetime of a cluster. Therefore, balancing the num-
ber of readers between clusters is necessary for improving 
the lifetime of an entire network.

• The highest residual energy is typically the primary crite-
rion for selecting a cluster head among cluster members, 
but the distance to a base station also has a significant 
effect on the energy consumption of a cluster head.

Our proposal for dynamic clustering- based energy- 
efficient data clustering will resolve these issues.

3 |  MODEL FOR DYNAMIC 
CLUSTERING- BASED ENERGY- 
EFFICIENT DATA FILTERING

3.1 | Network model

Consider a rectangular workspace in which an RFID network 
is deployed such that mobile readers can cover all tags. The 
following conditions are assumed in this paper:

• Readers have an equal reading radius that does not de-
crease, regardless of their energy reduction over time.

• Readers are mobile within the workspace, but do not leave 
the area.

• Readers have the same initial energy, and their batteries 
cannot be replaced frequently.

• Tags are fixed and evenly distributed in the workspace, 
meaning the numbers of tags within the interrogation area 
of each reader are approximately equal.

• There is only one base station in the workspace. This sta-
tion receives data transmitted from readers, is responsible 
for initial clustering and re- clustering when there is a sig-
nificant change in the position or number of readers in each 

F I G U R E  2  Examples of intra-  and inter- cluster redundancy 
[Colour figure can be viewed at wileyonlinelibrary.com]
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cluster, and is required for CHR.

Our main goal is to prolong the lifetime of network by 
reducing the energy consumption of readers for various oper-
ations, such as receiving, processing (eg, filtering), and trans-
mitting data.

Reducing the energy consumption of an RFID network 
can be achieved by clustering, where readers are clustered 
and only cluster heads filter data from their cluster members 
prior to sending the data to a base station. In our data fil-
tering model, the filtering of intra- cluster redundant data is 
performed by cluster heads, while inter- cluster data filtering 
is performed using the same mechanism as IRDF [10]. The 
goal of data filtering at cluster heads is to reduce the energy 
consumption of cluster members, but this rapidly depletes the 
energy of cluster heads. One solution to this problem is to ro-
tate the cluster head role, where the cluster member with the 
highest residual energy and shortest distance to a base station 
is selected for the role of a cluster head (Section 3.4).

Initial clustering of the RFID network is performed based 
on the K- means algorithm (Section 3.2), where readers are 
distributed into clusters such that the numbers of readers in 
each cluster are approximately equal. A threshold n +Δn is 
defined to determine if a reader can join a cluster, where n 
is the average number of readers per cluster and Δn is the 
acceptable deviation. This threshold is also used for the dy-
namic clustering of mobile readers (Section 3.3) if they move 
out of their current clusters.

3.2 | Energy model

The energy consumed by a cluster member is only used for 
transmitting data read from its tags, but the energy consumed 
by a cluster head is used for receiving data from its cluster 
members, processing collected data, and transmitting filtered 
data to base stations. Therefore, we propose the energy model 
shown in Figure 3, where the energy consumptions for re-
ceiving (ERx), processing (EPx), and transmitting (ETx) m bits 
data over distance d are defined as

Respectively, where Eelec is the fixed energy value spent 
for receiving, processing, and transmitting 1 bit data. εfs and 
εmp denote the amplification coefficient for the free space 
model and multipath fading model, respectively. Additionally,

When the data transmission distance is greater than the 
threshold d0, the energy consumption increases sharply, so the 
maximum communication radius for common readers is set to 
d0.

The re- clustering and CHR that will be discussed below 
also consume energy. We assume that the energy consumed 
by these activities is shared equally among all readers. 
Therefore, each reader consumes an equal amount of energy 
for each activity (EAx). For simplicity, the value of EAx is 
 defined as a constant.

3.3 | Initial clustering

The number of clusters in an RFID network plays an im-
portant role in reducing communication distances. Jin and 
others [18] demonstrated that the number of cluster heads is 
approximately 10% of the total number of nodes. Based on 
a predefined number of clusters (K), initial clustering is per-
formed using the K- means algorithm. Therefore, we call this 
clustering process the KMC algorithm. The KMC algorithm 
consists of the following three steps: 

Step 1: Randomly select K readers for cluster head roles. 
(Lines 2 to 7).
Step 2: Distribute readers to clusters. A reader (ri) is dis-
tributed to a cluster (Ck) if the distance from ri to the cluster 
head of Ck (cck) is the smallest and the number of readers 
in Ck does not exceed the threshold n +Δn. (Lines 9 to 20).
Step 3: Select cluster heads. Based on the locations of the 
cluster members in a cluster, the member in the most central 
location is selected to be a cluster head. (Lines 22 to 24).
Step 4: Repeat Step 2 until there is no change in cluster 
heads.

(1)ERx = m × Eelec,

(2)EPx = m × Eelec,

(3)ETx =

{

m × (Eelec + 𝜀fsd
2) if d < d0

m × (Eelec + 𝜀mpd
4) if d ≥ d0

.

(4)d0 =

√

�
2
fs

�mp

.

F I G U R E  3  Energy model [Colour figure can be viewed at 
wileyonlinelibrary.com]

m bit data Transmit 
electronics Tx amplifier

ETx

m × Eelec m ×  εamp

Process 
electronics

Receive 
electronics

EPx

m × Eelec m ×  Eelec

m bit data

d

ERx

www.wileyonlinelibrary.com


   | 431VO and LE

Algorithm 1: KMC algorithm

Input: -  set of readers R = {ri|i = 1, 2, …, N};
-  number of clusters K;

Output: -  set of clusters C = {Ck|k = 1, 2, …, K},
//where Ck = {cck, rj| j = 1, 2, …, |Ck|}

Process:

1 C := ∅;

2 // randomly select K readers for cluster head roles
for k := 1 to K do

3 i := random(1, N);

4 cck := ri;

5 Ck := {ri};

6 C := C ∪ Ck;

7 end

8 while (no change for cluster heads) do

9 for i := 1 to N do

10 cur := cluster(ri); // get the cluster of rj

11 new := 1; min := ∞;

12 for k := 1 to K do// seek the nearest cluster for ri

13 if (distance(ri, cck) < min) &&
(|Ck| < n +Δn) then

14 min := distance(ri, cck);

15 new := k;

16 end

17 end

18 Ccur := Ccur \ {ri}; // remove rj from its current 
cluster

19 Cnew := Cnew ∪ {ri};// add rj into a new cluster

20 end

21 end

22 for k := 1 to K do

23 cck := centralPosition(Ck); //cck is the reader in 
center of Ck

24 end

The complexity of the KMC algorithm mainly depends on 
the distribution of readers into clusters (Lines 9 to 20), which 
has a complexity of O(K × N). This operation is repeated until 
the selected cluster heads become stable. Therefore, the com-
plexity of the KMC algorithm is O(K × N) for one loop.

3.4 | DRC

The re- clustering of mobile readers can be performed periodi-
cally or when there is a significant change in the locations and 
numbers of readers in each cluster. In the first case, readers 
are re- clustered after a fixed period (eg, ΔT). This approach 
is simple, but re- clustering may not be necessary because 
readers may not have moved significantly in the last period. 

Therefore, it is necessary to accurately estimate the value of 
ΔT after which there are likely to be significant changes in the 
locations and numbers of readers in each cluster. This value of 
ΔT depends on the direction and speed of readers, as well as 
the radius of clusters. In the case of re- clustering when a reader 
leaves its cluster, the cluster head must send a notification to 
the base station to request re- clustering. This approach avoids 
unnecessary re- clustering, but incurs additional costs (eg, con-
sumed energy and throughput) for exchanges between cluster 
heads and base stations. In this study, periodic dynamic clus-
tering was selected based on its simplicity.

The steps of the DRC algorithm can be summarized as 
follows: 

Step 1: Identify out- of- cluster readers. For a set of N read-
ers, denoted as R = {ri | i = 1, 2, …, N}, that move in a rect-
angular workspace, each reader maintains its coordinates. 
During each period ΔT, some readers (rj) may move out 
of their clusters (ie, distance(rj, cck) > thradius, where cck is 
the cluster head of rj and thradius is a given coverage radius 
threshold). These readers are added to a set of out- of- cluster 
readers Rout ⊆ R and must be re- clustered. (Lines 2 to 8)
Step 2: Re- cluster out- of- cluster readers. For each reader rj 
in Rout, the distances from rj to the associated clusters (the 
clusters that rj leaves and joins) are calculated. Reader rj is as-
signed to cluster Ck if the distance from rj to the cluster head 
of Ck (cck) is the shortest, but this does not increase the num-
ber of readers in Ck, meaning |Ck| ≤ n +Δn. (Lines 9 to 21)

Algorithm 2: DRC algorithm

Input: -  set of N readers R = {ri|i = 1, 2, …, N};
-  set of K clusters C = {Ck|k = 1, 2, …, K};
// where Ck = {cck, rj|j = 1, 2, …, |Ck|};

Output: -  K clusters after re- clustering C;

Process:

1 Rout := ∅;

2 for k := 1 to K do

3 for each rj ∊ Ck do

4 if distance(rj, cck) > thradius then

5 Rout := Rout ∪ {rj};

6 end

7 end

8 end

9 for each rj ∊ Rout do

10 cur := cluster(rj);// the current cluster of rj

11 new := 1; min := ∞;

12 for k := 1 to K do// seek the nearest cluster for rj

13 if (distance(rj, cck) < min) && (|Ck| < n +Δn) 
then

14 min := distance(rj, cck);

15 new := k;
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16 end

17 end

18 Ccur := Ccur \ {rj}; // remove rj from its current 
cluster

19 Cnew := Cnew ∪ {rj};// add rj to a new cluster

20 end

The complexity of the DRC algorithm depends on how 
many readers move out of their clusters (Lines 2 to 8). Such 
readers incur a complexity of O(K × |Ck|) and are added to 
new clusters (Lines 9 to 20) with a complexity of O(K × |Rout|). 
These two actions are independent, meaning the complexity of 
the DRC algorithm is O(K × max(|Rout|, |Ck|)).

3.5 | CHR

Cluster heads quickly deplete their energy because they 
constantly receive, filter, and transmit data. Therefore, the 
role of cluster head should rotate among cluster members to 
prolong network lifetime. The CHR algorithm is proposed 
to seek the best new cluster head among the members of 
a cluster. The criteria for selecting a cluster head are the 
highest residual energy and shortest distance to the base sta-
tion. Therefore, the objective function (FCH) is formulated 
as follows:

where Ej and dj are the residual energy and distance to the 
base station, respectively, for cluster member j.d is the aver-
age distance from cluster members to the base station and α 
(0 ≤ α ≤ 1) is a weighting factor.

It should be noted that the residual energy of the se-
lected cluster head, denoted as Ej, must be greater than the 
total consumed energy (Etotal) for receiving, filtering, and 
transmitting data from cluster members in a round, mean-
ing Ej > Etotal.

Algorithm 3: CHR algorithm

Input: -  Ck= {cck, rj|j = 1, 2, …, |Ck|};

Output: -  Ck with new cluster head;

Process:

1 min := ∞;

2 d:= average distance from members in Ck to the 
base station;

3 Etotal := total energy consumed by members in Ck;

4 for j := 1 to |Ck| do

5
FCH : = � ×

Etotal

Ej

+ (1 − � ) ×
dj

d
;

6 if ((cur < min) && (Ej > Etotal) then

7 min := FCH;

8 cck := rj;

9 end

10 end

The complexity of the CHR algorithm depends on the 
complexity of searching the cluster members of Ck to find the 
best cluster head (Lines 4 to 10), which is O(|Ck|).

3.6 | DCDF

Based on the initial clustering results from the KMC algorithm 
(Line 2), the energy consumption of each cluster head and clus-
ter member after each period ΔT are defined by Lines 8 and 
10, respectively. The DRC algorithm (Line 13) is also called 
to check if there are any out- of- cluster readers and re- cluster 
such readers. The CHR algorithm (Line 15) is then called for 
each cluster to rotate the role of the cluster head among cluster 
members. The DCDF algorithm is presented below.

Algorithm 4: DCDF algorithm

Input: -  set of readers R = {ri|i = 1, 2, …, N};
-  number of clusters K;

Output: -  set of clusters C = {Ck|k = 1, 2, …, K};
// where Ck = {cck, rj|j = 1, 2, …, |Ck|}

Process:

1 timer := 0;

2 C := KMC(R, K);// initial clustering by KMC

3 while (simulation time is not over) do

4 if timer > ΔT then

5 for i := 1 to N do

6 if (ri is a cluster head) then

7 Ck := cluster of ri;

8 //the consumed energies of cluster head ri

Ei : = Ei −
∑
�
Ck�

j≠ i
ERx + EPx + ETx;

9 else

10 //the consumed energies of member ri
Ei := Ei − (ERx + ETx);

11 end

12 end

13 C := DRC(R, C); //re- cluster the out- of- cluster 
readers

14 for k := 1 to K do

15 Ck := CHR(Ck); //rotate the cluster head 
role

16 end

17 timer := 0;

18 end

19 timer := timer + 1;

20 end

(5)FCH = min � ×
Etotal

Ej

+ (1 − � ) ×
dj

d
,



   | 433VO and LE

The KMC (Line 2), DCR (Line 5), and CHS (Line 7) algo-
rithms are independent, meaning the complexity of the DCDF al-
gorithm is O(K × N) for a round ΔT. This complexity is low, so the 
energy for consumed by the DCDF algorithm (EAx) is negligible. 
In the following simulations, we simply assume a value of zero.

4 |  SIMULATION AND ANALYSIS

In our simulations, DCDF was compared to IRDF, which is the 
best existing algorithm in terms of consumed energy for com-
munication among clustering- based data filtering mechanisms 
[10]. Figure 4 presents a simulated RFID network in which 100 
readers move arbitrarily in a 200 m × 200 m square workspace 
with a base station at the location of (200, 200). One thousand 
tags are evenly distributed in this area. The simulation duration 
is 100 s. After each round (ΔT = 1 s), the mobile readers are 
checked to determine if some move out of their cluster (by call-
ing the DRC algorithm) and the cluster head role in each cluster 
is rotated among its cluster members (by calling the CHR algo-
rithm). The other simulation parameters are listed in Table 1.

Our simulation objectives include comparing the follow-
ing characteristics:

1. The energy consumption of cluster heads and members 
when applying DCDF.

2. The energy efficiency between IRDF and DCDF based on 
the energy consumption of cluster heads over the simula-
tion time and when increasing the number of tags in the 
reading area.

3. The energy balance of readers between IRDF and DCDF, 
in which the energy balance index (EBI) is defined based 
on Jain's formula [19] as follows:

where N is the number of readers and Ei is the residual energy 
of reader ri. A balance is achieved when EBI = 1.

4.1 | Energy consumption of cluster 
heads and members when applying DCDF

The simulation results in Figure  5 reveal that the average 
consumed energy of cluster heads is always less than that of 
readers (approximately 1.5%). This is achieved via the rota-
tion of the cluster head role, where cluster head re- selection 
is performed periodically and the cluster member with the 
highest energy is selected as the cluster head. However, as 
shown in Table  2, the rate of CHR is relatively high with 

an average value of 0.75. This high CHR results in the extra 
consumption of additional energy [20].

4.2 | Comparison of the energy 
efficiencies of DCDF and IRDF

Regarding the energy consumption of cluster heads for DCDF 
and IRDF, Figure 6 reveals that DCDF consumes less energy 
than IRDF. For example, at the beginning of the simulation 
(10 s), the difference in the average consumed energy between 
DCDF and IRDF is approximately 6.6%, but this increases to 
66% at the end of the simulation (100 s). This is because the 
energy consumption of cluster heads in DCDF is shared among 
cluster members. Additionally, limiting the number of readers 
per cluster also prolongs the lifetimes of cluster heads.

(6)EBI =

∑

N
i=1

Ei

2

N
∑

N
i=1

(Ei )
2

,

F I G U R E  4  Simulation network [Colour figure can be viewed at 
wileyonlinelibrary.com]
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T A B L E  1  Simulation parameters

Parameters Values

Initial energy of readers 5 kj

Eelec 5 × 10−7 j/byte

Efs 1 × 10−7 j/byte

Emp 0.5 × 10−7 j/byte

α 0.7

Δn/n 0.2

Reading range of readers 5 m

Transmission data of tags 1000 bytes

K 10

thradius 10 m

Number of tags 1000
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Another comparison in terms of energy efficiency between 
DCDF and IRDF when increasing the number of tags is pre-
sented in Figure 7, where the average energy consumption of 
readers in DCDF is lower than that in IRDF (from 2% to 35% 
when increasing from 1000 to 5000 tags over 50 s of simulation).

4.3 | Comparison of energy balancing 
between DCDF and IRDF

Another benefit of the rotation of the cluster head role and 
balancing the number of readers per cluster is an increase 
in the energy balance among readers when applying DCDF 
compared to IRDF. Specifically, as shown in Table 2, the 
numbers of readers per cluster are evenly distributed and the 
energy levels of the cluster heads extracted at 50 s are very 
consistent (Table  3). This contributes to making the EBI 
(Equation 6) approach 1, as shown in Figure 8.

However, the energy balance decreases with increasing 
simulation time. This is because the initial energy of the 
readers is consistent (5 kj), so the EBI is approximately 0.99 

at 10 s. With increasing simulation time, the energy of the 
readers is consumed at different rates, so the EBI decreases. 
However, compared to the EBI of IRDF, the EBI of DCDF 
is always greater and this distance increases with simulation 
time. This demonstrates a clear advantage for DCDF.

F I G U R E  5  Energy consumption of cluster heads and cluster 
members when applying DCDF [Colour figure can be viewed at 
wileyonlinelibrary.com]
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T A B L E  2  Number of readers in each cluster over 100 s of 
simulation

Simulation 
time (s) 10 20 30 40 50 60 70 80 90 100

Cluster 1 10 10 10 9 10 10 11 10 10 10

Cluster 2 9 10 11 10 9 11 9 10 10 9

Cluster 3 11 9 9 10 11 10 11 9 11 11

Cluster 4 10 10 10 10 10 9 9 10 9 10

Cluster 5 10 9 10 11 10 10 10 9 9 10

Cluster 6 10 10 10 10 10 10 10 10 10 11

Cluster 7 9 10 9 11 10 9 10 10 10 9

Cluster 8 11 11 11 10 11 11 11 11 11 11

Cluster 9 9 10 9 10 9 9 9 10 9 10

Cluster 10 11 11 11 9 10 11 10 11 11 9

F I G U R E  6  Energy consumption of cluster heads for DCDF 
vs. IRDF over simulation time [Colour figure can be viewed at 
wileyonlinelibrary.com]
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F I G U R E  7  Energy consumption of cluster heads in DCDF 
vs. IRDF when increasing the number of tags [Colour figure can be 
viewed at wileyonlinelibrary.com]
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T A B L E  3  Energy of cluster heads at 50 s

Cluster 1 2 3 4 5 6 7 8 9 10

Energy 
(kj)
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F I G U R E  8  EBI values of IRDF vs. DCDF over simulation time 
[Colour figure can be viewed at wileyonlinelibrary.com]
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5 |  CONCLUSION

This paper proposed the DCDF model for mobile RFID networks. 
DCDF consists of three main stages: initial clustering based on 
the KMC algorithm, dynamic clustering of mobile readers based 
on the DRC algorithm, and rotation of the cluster head role based 
on the CHS algorithm. Simulation results demonstrated that 
DCDF is more efficient than IRDF in terms of energy consump-
tion and energy balancing. These advantages conserve the en-
ergy of readers and prolong the lifetimes of networks. However, 
the CHR algorithm incurs additional energy consumption and 
compromising solutions require further investigation.
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