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1  |   INTRODUCTION

High-efficiency video coding (HEVC) [1] has been widely 
used following its standardization in January 2013. HEVC 
adopts a quadtree (QT)-based block partitioning and multiple 
partition concepts, including a coding unit (CU), prediction 
unit (PU), and transform unit (TU) [2]. The optimal CU par-
titioning may range from 64 × 64 to 8 × 8 pixels. It is a key 
feature of HEVC, contributing to higher coding efficiency 
compared with previous video coding standards that mainly 
used 16 × 16 macroblocks [3].

Nevertheless, video compression techniques are needed to 
provide substantially higher coding efficiency than the current 
video coding standards allow because of the demand for an in-
creased bit rate to support higher resolution video. The Joint 
Video Exploration Team (JVET) is a group of video coding ex-
perts from the ITU-T Study Group 16, Visual Coding Experts 
Group (VCEG), and the ISO/IEC JTC 1/SC 29/WG 11 Moving 
Picture Experts Group (MPEG) [4]. The JVET activities in-
clude study of future video coding (FVC) technology with a po-
tential compression capability that significantly exceeds that of 
the HEVC standard and evaluation of compression technology.
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The QT-based CU block partitioning of HEVC reduces 
flexibility because of the square-shaped CU and fixed PU 
types. The JVET employs a QT plus binary tree (QTBT) [5] 
block partitioning, which enhances the flexibility of CU parti-
tioning of shapes with QTs [6] and binary trees (BTs) [7], and 
eliminates multiple partition concepts to increase the coding 
efficiency beyond HEVC. In addition, the QTBT partition-
ing separates luminance and chrominance block partitioning 
for a coding tree unit (CTU) in I slices; the luminance and 
chrominance CTUs in the P and B slices share the same block 
partitioning. The joint exploration test model (JEM) 1.0 [8] 
including only QTBT provides a common platform for the 
exploration of FVC technologies by the JVET, resulting in a 
coding efficiency increase of 4.70%, 8.94%, and 10.46% for 
average Y, U, and V Bjontegaard Delta (BD) rates, respec-
tively, with a 179% average encoding time and 104% average 
decoding time compared with JEM 1.0 with a random access 
(RA) configuration [9].

To increase the coding efficiency of the JEM, new ap-
proaches based on QTBT have been proposed [10–12]. In 
addition to QTBT, multi-type tree (MTT) partitioning with 
horizontal and vertical centers is used to capture the objects 
in the middle of a block. The MTT partitioning yielded a re-
duction of 3.18% in average Y BD-rate with 201% encod-
ing time relative to JEM 3.1 with an RA configuration [11]. 
In [12], BT split types of QTBT were extended to support 
asymmetric binary partitioning of a CU, in which a horizon-
tal or vertical BT split is divided into partitions 1/4 and 3/4 in 
sizes. The asymmetric binary partitioning resulted in average 
coding gains of 1.54% in luminance and approximately 7.8% 
in chrominance with 407% encoding time reported using the 
RA configuration, when compared with JEM 3.0 [13].

The increased luminance and particularly the coding effi-
ciency of the chrominance is attributed to QTBT supporting 
separable and sharable luminance and chrominance block 
partitioning depending on the slice type. In QTBT partition-
ing, dual trees were set in I slices and single trees were set 
in P and B slices. The dual trees for regions of luminance 
and chrominance were established separately and signaled in 
I slices. However, a single partitioning tree was shared by 
luminance and chrominance regions. The dual tree in QTBT 
increases the coding efficiency when the characteristics of 
luminance and chrominance signals differ. However, if the lu-
minance and chrominance signals are similar, the luminance 
and chrominance partitioning is likely to exhibit similar par-
titioning trees, increasing the redundancy of the respective 
signals. Therefore, the coding efficiency can be increased 
by reducing the redundant QTBT partitioning information 
during rate-distortion (RD) optimization. To reduce the re-
dundancy, we present an adaptive tree structure for the in-
tra-coding of JEM, which determines whether to use a dual or 
single tree for the luminance and chrominance regions based 
on the comparative RD costs.

The remainder of this paper is organized as follows. 
Section II introduces the QTBT partitioning, and Section 
III explains the overall structure of the proposed method. 
Experimental results are shown in Section IV, and the con-
clusions are drawn in the last section.

2  |   RELATED STUDIES

The block partitioning of HEVC is based on a QT representa-
tion and multiple partition concepts, including CU, PU, and 
TU [14]. The block partitioning structure divides each CTU 
into four square CUs for optimal intra- or inter-prediction at 
the CU level. The CU can be divided into smaller CUs based 
on a QT until the minimum CU size is reached. Each CU is 
divided again into one, two, or four PUs according to the PU 
partitioning type. Each PU acquires the residual signal de-
pending on the prediction type based on the optimal predic-
tion and PU division type. The residual signal is divided into 
TUs according to residual QT transform (RQT) partitioning 
[15]. The various concepts of HEVC block partitioning ex-
hibit improved performance compared with previous video 
coding standards [16].

However, the HEVC block partitioning has disadvantages 
based on the following analysis. The block partitioning loses 
flexibility because of the square shape of the CU and a few 
fixed PU types [17]. In addition, RQT for TU leads to slight 
improvement in performance compared with the significant 
increase in computational complexity [18] and the complex 
and redundant concepts of CU, PU, and TU [19]. Finally, the 
same block partitioning is used for the luminance and chromi-
nance signals; however, the characteristics of luminance and 
chrominance signals are often diverse. Therefore, the block 
partitioning for the next-generation video coding standards 
should generate flexibility for the CU to match the local char-
acteristics of video information. Thus, the QTBT partitioning 
is proposed and adopted in JEM.

The QTBT partitioning utilizes QT and BT partitioning, 
as shown in Figure 1. The QT partitioning proposes the 
division of a single block into four sub-blocks of the same 

F I G U R E  1   Block partitioning of QT and BT

Current block
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size, and the BT partitioning divides a single block into 
two sub-blocks using a symmetric horizontal division or a 
symmetric vertical division. In JEM, a CTU is partitioned 
into four blocks based on QT partitioning. The partitioned 
blocks are further divided to a minimum size for QT parti-
tioning. If the block size based on QT is not larger than the 
maximum size for BT partitioning, it is possible to divide 
the block using BT partitioning. Blocks can be divided by 
BT partitioning until a minimum size or maximum depth 
is reached. Table 1 lists parameters that can be set relative 
to QTBT in JEM. Figure 2A shows an example of QTBT 
partitioning and Figure 2B shows the corresponding tree 
structure representing the block partitioning of Figure 2A. 
In the tree structure, solid lines indicate QT partitioning 
and dotted lines indicate BT partitioning. As shown in 
Figure 2, a CTU is first divided by QT partitioning, and 

each divided node can be recursively partitioned using QT 
or BT partitioning. Leaf nodes are used for prediction and 
transformation.

In order to validate the performance of QTBT, results 
under various experimental conditions in JEM 1.0 were in-
troduced. The results obtained after turning off other tools 
and applying only QTBT showed a decrease in the average 
BD-rate by 4.93%, 8.35%, and 8.9% for Y, U, and V in the 
all intra (AI) configuration, respectively, and the computa-
tional complexity increased by 1102% and 123% for the en-
coder and decoder, respectively. After QTBT was adopted 
in JEM 3.0, experimental results were obtained for the six 
test sets shown in Table 2 and are shown in Table 3 [20]. 
The evaluation was based on the common test conditions of 
JEM 3.0. In Table 3, the test 1 configuration showed coding 
efficiency of −0.77%, 3.04%, and 3.27% for Y, U, and V, 
respectively, with an increase in the encoding complexity 
of 33%. Test 4 resulted in improved coding efficiency of 
−0.42%, −1.07%, and −0.95% for Y, U, and V, respectively, 
with an increase in encoding and decoding complexities of 
5% and 8%, respectively. In the remaining tests, the coding 
complexity was reduced with a coding loss. In tests 2 and 3, 
even the decoding complexities were increased. In order to 
improve the high computational complexity of QTBT par-
titioning, several rapid methods were also proposed in refs 
[21–27].

3  |   PROPOSED METHOD

3.1  |  Analysis and improvement of QTBT

As shown in Table 4, QTBT partitioning provides various 
configurations and the parameters can be changed via the 
sequence parameter set (SPS). Depending on the condi-
tions, most settings ascertain whether or not to increase or 
decrease the number of comparisons during the RDO process 
of the current block. For example, the maximum BT depth 

T A B L E  1   Examples of QTBT parameter sets

QTBT parameter

I slices
P and B 
slicesLuma Chroma

CTU size 128 × 128 128 × 128 128 × 128

MinQTSize 16 × 16 4 × 4 16 × 16

MaxBTSize 32 × 32 – 128 × 128

MaxBTDepth 4 0 4

MinBTSize 4 – 4

F I G U R E  2   (A) An example of QTBT block partitioning and  
(B) its corresponding tree structure  

1

1

1

0

0

0

(A) (B)

Parameter Anchor Test 1 Test 2 Test 3 Test 4 Test 5 Test 6

CTUSize 128 128 128 256 256 128 256

MinQTLumaISlice 8 16 8 8 8 8 8

MinQTChromaISlice 4 4 4 4 4 4 4

MinQTNonISlice 8 16 8 8 8 8 8

MaxBTDepthISliceL 3 4 2 2 3 2 2

MaxBTDepthISliceC 3 0 2 2 3 0 0

MaxBTDepth 3 4 2 2 3 2 2

MaxBTSizeISliceL 32 32 32 32 32 32 32

MaxBTSizeISliceC 16 16 16 16 16 16 16

MaxBTSizeBPSlice 128 128 128 128 128 128 128

T A B L E  2   Various test sets to analyze 
the performance depending on the different 
QTBT parameter setups
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(MaxBTDepth) was set to 3 under the common test condi-
tion (CTC) [28] and the BT partitioning was changed to 3 
from a QT. When MaxBTDepth was changed to 4, the BT 
partitioning was split four times from a QT and facilitated 
comparison to a smaller area. Thus, increasing the number 
of comparisons reduces the distortion of the current block; 
however, the computational complexity in the RDO process 
also increases. To measure the coding performance based on 
the parameters related to QTBT partitioning, several experi-
ments were conducted, as shown in Tables 5 and 6. In the ex-
periments, the common test sequences of the JVET Call for 
Evidence (CfE) [29] including Ultra High Definition (UHD) 
and High Definition (HD) resolutions were used, and the en-
coder control followed the JEM CTC.

Table 5 shows the experimental results of JEM 6.0 [30] 
AI configuration according to the MaxBTDepth. The coding 
efficiency of luminance varied under constant BT depth of 
luminance and varying BT depth of chrominance. The degree 
of improvement in coding efficiency decreased as the lumi-
nance BT depth was higher and almost saturated as the BT 
depth of luminance was close to BT depth 4 of chrominance. 
According to BT depth, the BD-rate of Y decreased from 

1.83% to 0.02% compared with the anchor at a BT depth of 
3. Encoding times changed dramatically from 31% to 105%, 
whereas decoding times were approximately similar to that of 
the JEM 6.0 CTC, which suggests that the parameters related 
to QTBT significantly affect coding efficiency and encoding 
time but not the decoding complexity [31].

Table 6 shows several trade-offs between coding ef-
ficiency and complexity according to minimum QT size 
(MinQTSize), maximum BT depth (MaxBTDepth), and 
maximum BT size (MaxBTSize). In the experiments, the 
three parameters were changed as follows from the CTC 
setting: MinQTSize was set from 8 to 4, MaxBTDepth was 
set from 3 to 4, and MaxBTSize ranged from 32 to 64. The 
change in MinQTSize suggests that all experiments in Table 
6 exhibit a marginal impact on coding efficiency and com-
plexity. The MaxBTSize change showed a coding efficiency 
of −0.53% BD-rate for Y and the MaxBTDepth change 
showed the best coding efficiency of −1.25% and −1.34% 
BD-rate for U and V, respectively. The encoding complexity 
of the MaxBTDepth change was about 166%, which was 26% 
higher than the MaxBTSize change of 140%. In addition, 
the experimental results related to changes in MaxBTDepth 
and the size showed significant improvements in coding ef-
ficiency of −1.03%, −1.84%, and −2.10% BD-rate for Y, U, 
and V, respectively, but the encoding complexity increased 
by about 282%. A significant difference in trade-off was ob-
served in coding performance and complexity according to 
the QTBT settings [32].

In addition, the QTBT partitioning supports dual and sin-
gle trees depending on the slice type. A dual tree is used to 
signal the respective RDO results of luminance and chromi-
nance block partitioning in I slices. In P and B slices, a single 
tree is used to signal the RDO results based on both lumi-
nance and chrominance block partitioning. In order to verify 

T A B L E  3   Experimental results of various test sets in Table 2

Num. of 
test sets

Coding performance (%) 
(Y, U, V BD-rate (avg.))

Enc. 
time (%)

Dec. time 
(%)

Test 1 −0.77/3.04/3.27 133 100

Test 2 1.46/1.93/1.97 66 107

Test 3 1.28/0.89/1.13 66 106

Test 4 −0.43/−1.07/−0.95 105 108

Test 5 1.37/5.90/6.08 63 100

Test 6 1.23/4.82/5.21 63 100

T A B L E  4   Example parameters related QTBT partitioning

Parameter Description
SPS 
value

CTUSize Size of the CTUs 128

MinQTLumaISlice Minimum luma QT Size on 
I slices

8

MinQTChromaISlice Minimum chroma QT Size 
on I slices

4

MinQTNonISlice Minimum QT Size on P 
and B slices

8

MAX_BT_DEPTH Maximum BT depth 4

MAX_BT_SIZE Maximum BT size 32

MIN_BT_SIZE Minimum BT size 4

MAX_BT_DEPTH_C Maximum chroma BT 
depth

0

MAX_BT_SIZE_C Maximum chroma BT size 64

MIN_BT_SIZE_C Minimum chroma BT size 4

T A B L E  5   Experimental results of JEM 6.0 depending on 
luminance and chrominance BT depth (JEM 6.0 Common Test 
Condition, AI configuration, Max. luma BT depth = 3, Max. chroma 
BT depth = 3)

Max. BT depth BD-rate (%) Time (%)

Luma Chroma Y U V Enc. Dec.

3 4 0.02 −1.33 −1.48 105 102

3 0 0 0 100 100

2 0.02 1.84 1.80 100 101

1 0.05 5.3 5.36 99 100

0 0.06 12.43 12.72 98 101

2 2 0.54 1.98 1.96 74 100

1 0.56 5.49 5.63 67 101

0 0.57 12.65 12.92 65 101

1 1 1.83 6.05 6.18 33 100

0 1.83 13.22 13.51 31 99
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the characteristics depending on the tree types, the number 
of bin strings for partitioning luminance and chrominance re-
gions was measured and compared depending on the AI and 
RA configurations of JEM 6.0 CTC, as shown in Table 7. 
The experimental environment is similar to the experiment 
described above.

Table 7 shows that the number of bin strings for partition-
ing the chrominance region in the AI configuration was sig-
nificantly higher than in the RA configuration. In most cases, 
the number of bin strings for partitioning the luminance re-
gion in the AI configuration showed a much higher usage of 
bin strings than the RA configuration because the dual tree 
resulted in a more precise division that reflected the spatial 
characteristics of each region based on the RDO of the lumi-
nance and chrominance regions, respectively. In other words, 

when the partition similarity of luminance and chrominance 
was low, the coding performance can be improved by in-
creasing the accuracy of the division for each region in the 
dual tree. However, when the partitioning of luminance and 
chrominance was similar, the dual tree exhibited redundant 
partitioning signals.

Based on the performance analysis, we propose an adap-
tive selection method between the two trees to improve the 
coding efficiency of QTBT partitioning in I slices. The pro-
posed method can be used to select the best tree with a lower 
RD cost. In the proposed method, the number of partition-
ing signals was measured to verify the reduction in redun-
dant signals. In addition, a different setting for partitioning 
according to the tree types is further proposed using the two 
trees together. The change in MaxBTDepth settings, which 

QTBT parameters (Anchor: MinQTSize = 
8, MaxBTDepth = 3, MaxBTSize = 32)

BD-rate (%)
Enc. 
time (%)Y U V

MinQTSize = 4 0.02 0.03 0.05 103.24

MaxBTDepth = 4 −0.28 −1.25 −1.34 165.95

MaxBTSize = 64 −0.53 −0.41 −0.47 140.67

MinQTSize = 4, MaxBTDepth = 4 −0.29 −1.23 −1.39 186.64

MaxBTDepth = 4, MaxBTSize = 64 −1.03 −1.84 −2.10 282.02

MinQTSize = 4, MaxBTSize = 64 −0.52 −0.47 −0.40 140.14

MinQTSize = 4, MaxBTDepth = 4, 
MaxBTSize = 64

−1.03 −1.83 −2.00 283.09

T A B L E  6   Experimental results of 
JEM 6.0 depending on QTBT parameters 
(JEM 6.0 Common Test Condition, All Intra 
configuration)

Sequence  
(JVET CfE)

QT split bins (%) BT split bins (%)

Total  
(a + b)

Luma 
(a)

Chroma 
(b)

Total  
(a + b)

Luma 
(a)

Chroma 
(b)

Resolution: UHD

Crosswalk1 215 157 770 146 102 649

FoodMarket3 229 165 769 157 94 671

Tango1 171 139 669 168 141 632

CatRobot1 239 183 609 245 195 586

DayLightRoad 215 185 660 234 212 616

BuildingHall1 282 206 611 319 247 590

ParkRunning 139 71 653 127 62 649

CampfireParty 138 103 688 138 113 644

Resolution: HD

BQTerrace 193 154 579 205 141 1133

RitualDance 154 112 758 142 110 718

Timelapse 226 192 645 255 230 600

BasketballDrive 163 114 680 163 126 639

Cactus 223 170 644 249 208 637

Average 199 150 672 196 152 674

T A B L E  7   Rate of increase in the 
number of bins for QT and BT on JEM 6.0 
AI condition in comparison with JEM 6.0 
RA (AI, JEM 6.0 (Anchor: JEM 6.0 RA))
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showed the highest coding performance in the experimental 
results of Table 6, was applied to the single tree of the pro-
posed method and the experimental results were analyzed.

3.2  |  Adaptive block tree structure (ABTS)

The peak signal-to-noise ratio (PSNR), which utilizes the 
mean squared error of degraded images compared with origi-
nal images, is a typical method for objective evaluation of the 
image quality in video compression. The PSNR is a numeri-
cal representation of the ratio of distortion to the maximum 
value of the signal. When the same codec is used, it is pos-
sible to compare the error loss of each image with the PSNR 
of the compressed images. In order to evaluate the compres-
sion performance of a video codec, RD is used to consider 
both the PSNR and the bit rate of the final compressed stream 

[33,34]. RD is a method used to evaluate the compression 
performance and is also used as a reference to increase the 
compression performance in the encoder process. During 
block compression, the encoder selects an optimal compres-
sion method according to the relationship between the block 
characteristics and the surrounding image, which is desig-
nated as RDO. During the encoding, RDO is calculated by

where J denotes the RD cost function for the comparison of 
each candidate model, D is the block distortion caused by quan-
tization, and R stands for the number of bits required. λ is the 
Lagrangian multiplier that is used to control the target bit rate 
and ϕ is the prediction mode.

In JEM with QTBT partitioning, the block tree is deter-
mined by the slice type. The structure and partitioning re-
sults of the block tree generated are illustrated in Figure 3. 
Here, Jdual-luma, Jdual-chroma, and Jsingle denote the RDO costs 
of a luminance region in a dual tree, a chrominance region 
in a dual tree, and a single tree, respectively. Figure 3A pres-
ents a structure that compares Jsingle by performing an RDO 
and then generates Tsingle, which is the optimal single tree. 
As shown in Figure 3B, a single tree shares a block tree and 
exhibits the same partitioning of the luminance and chromi-
nance regions. Figure 3C presents a structure that sequen-
tially performs RDO using Jdual-luma and Jdual-chroma for the 
luminance and chrominance regions in I slices and generates 
the optimal dual tree Tdual-luma and Tdual-chroma. As shown in 
Figure 3D, the dual tree carries a different partitioning of the 
luminance and chrominance.

As described in the previous section, the coding perfor-
mance and complexity of each tree differ depending on the 
similarity between the luminance and chrominance regions 
and the characteristics of the two trees. Therefore, we pro-
pose an adaptive block tree structure (ABTS) to select the 
best tree with a lower RD cost instead of a block tree based 
on the slice type of QTBT partitioning. Figure 4 shows the 
ABTS for selection of a block tree based on RD cost compe-
tition in I slices. In order to split a CTU, the RDO of single 
and dual trees is sequentially performed. After completing 
all the RDOs for both trees for a CTU, the tree with a lower 

(1)J(�, �)=D(�)+�R(�),

F I G U R E  3   Block tree generation structures and partitioning 
result examples depending on the slice type. (A) single tree generation 
on P and B Slices, (B) single tree partitioning results, (C) dual tree 
generation structure on I slices, and (D) dual tree partitioning results

CTU

(A)

single
( , ) D( ) R( )J φ λ φ λ φ= +

single
T

(B)

Luma Chroma

CTU

(C)

dual-luma
( , ) D( ) R( )J φ λ φ λ φ= +

dual-luma
T

dual-chroma
( , ) D( ) R( )J φ λ φ λ φ= +

dual-chroma
T

Luma Chroma

(D)

F I G U R E  4   Best tree decision 
structure of the ABTS based on the RD cost 
comparison on I slices

single
( , ) D( ) R( )J φ λ φ λ φ= +

single
TCTU

dual-luma
( , ) D( ) R( )J φ λ φ λ φ= +

dual-luma
T

dual-chroma
T

True

False

dual-chroma
( , ) D( ) R( )J φ λ φ λ φ= +

single dual-luma dual-chroma
J J J≤ +
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RD cost Jsingle or Jdual-luma + Jdual-chroma is determined to be 
the best tree. The proposed method generates a flag at the 
CTU level to inform the decoder of the best tree information 
selected. In the case of the added signal, a frame is delayed 
at the slice level, and when generated at the CU level, the 
signals increase significantly. Therefore, it is appropriate to 
generate the signal at the CTU level.

In contrast to the method of using a block tree according to 
the slice type in the QTBT partitioning, the proposed method 
uses two block trees in I slices. The structure of the proposed 
method can set different values of a parameter related to 
QTBT for the single and the dual trees. Based on this struc-
ture, an adaptive block tree structure with a different setting 
(ABTSds) can be used to improve the coding efficiency of 
ABTS. The proposed ABTSds sets MaxBTSize, which shows 
the most efficient trade-off by altering the value of parame-
ters in the previous section, as shown in Table 6, to 32 and 
64 in the dual and the single trees, respectively. Compared 
to the dual tree that performs independent RDO for lumi-
nance and chrominance regions, the single tree that generates 
a block tree based on luminance and chrominance regions 
exhibits a relatively low coding complexity. Therefore, the 
CTC value of 32 was set for the dual tree, and a value of 
64 with increasing complexity was applied to the single tree 
to minimize the overall increase in coding complexity of the 
proposed method.

4  |   EXPERIMENTAL RESULTS

In this section, we evaluate the impact of ABTS, ABTSds, 
and Fast ABTS and its behavior using the common test se-
quence JVET Call for Evidence (CfE), which consists of 
eight UHD test sequences and five HD test sequences. We 
also show how different signals were related to the QTBT 
partitioning in JEM 6.0 and the ABTS. All of these methods 
were implemented on the top of JEM 6.0, and the JEM 6.0 
CTC was referenced as an anchor to compare the proposed 
methods. Encoder controls follow the JEM CTC with the AI 
Main configuration. All presented bit-rate savings and PSNR 
improvement were measured in terms of the BD-rate. The 
values of the BD-rate were calculated from a total of four 
rate points as defined in the JEM 6.0 CTC. To compare the 
performance with respect to computational complexity, the 
encoding times were measured according to the encoding 
time ratio (ETR) as follows:

where ETtest and ETref refer to the encoding times of JEM 6.0 
and a test method, respectively.

Additionally, the signals generated in order to inform the 
selected tree information to the decoder in all the proposed 

methods were signaled via context-adaptive binary arithme-
tic coding [35]. Multiple direct modes [36], a technology 
related to chrominance intra-coding, was excluded from the 
anchor and all the proposed methods. The evaluations were 
conducted in a computing environment exhibiting similar 
computing power.

4.1  |  ABTS

Table 8 shows the overall performance of the ABTS under the 
same QTBT configuration for the dual and the single trees. 
The test results showed an average Y reduction of 0.24% in 
BD-rate with 225% ETR and almost similar decoding time 
relative to the anchor. In terms of complexity, that of the en-
coder was greatly increased by the sequential RDO of the two 
trees; however, the complexity of the decoder was almost 
similar because it selectively used only a single block tree. 
The increased encoder complexity can be reduced to a simi-
lar level to the anchor because the RDOs for each tree can 
be processed in parallel. Compared with the anchor, which 
only selects the dual tree on I slices, the proposed method 
selected 26.5% of the total number of CTUs as single trees. 
In particular, the proposed method yielded higher coding 
gains for UHD sequences with an average Y BD-rate reduc-
tion of 0.30% compared with an average Y BD-rate reduction 
of 0.16% for HD sequences. Table 8 shows a 31.6% single 
tree selection ratio, which was higher in the UHD sequences 
compared with the 18.3% single tree selection ratio of the 
HD sequences. Moreover, the single tree selection ratios ac-
cording to the QP were 13.95%, 23.23%, 32.27%, and 38.6% 
at 22, 27, 32, and 37, respectively. These results indicate that 
sequences with higher resolution and QP values contain sub-
stantially higher cases of similar block segmentation results 
for luminance and chrominance regions, which resulted in 
higher coding gain when the single tree was selected accord-
ing to the proposed method. As shown in Table 9, the single 
tree selection ratios in UHD sequences with higher QPs were 
greatly increased compared with HD sequences. Therefore, 
in the case of bigger sequences, images with a larger back-
ground or objects were divided more frequently into the entire 

(2)ETR(%)= (ETtest∕ETref)×100,

T A B L E  8   Overall ABTS performance applying the same QTBT 
configuration for each tree (ABTS with the same QTBT configuration, 
AI configuration (Anchor: JEM 6.0 CTC, AI configuration))

BD-rate (%)
ETR 
(%)

Single tree 
selection ratio (%)Y U V Enc.

Overall −0.24 0.27 0.23 225 26.5

UHD −0.30 0.31 0.10 225 31.6

HD −0.16 0.20 0.44 225 18.3
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region of a CTU with size similar to all sequence sizes. In 
the case of higher QPs, since the high-frequency component 
was substantially lost in the encoding process, the partition-
ing similarity with the luminance and chrominance regions 
increased because of the low precision of block partitioning.

The coding gain of the proposed method was attributed 
to a decline in bit rate rather than PSNR improvement in 
most experiments. In order to confirm the decreased bit 
rate, the number of bins related to the QTBT partitioning 
was measured by the anchor and the ABTS, as shown in 
Table 10. The proposed method generated an average of 
about 9% fewer bins for the QTBT partitioning compared 

with the anchor. The experiment shows that the overhead 
of the partitioning signal was actually reduced. In addition, 
the additional signal at the CTU level generated in the pro-
posed method of transmission of tree selection information 
to the decoder may cause overhead. However, the reduction 
in BD-rate occurred because the proposed method resulted 
in further reduction in the partitioning signals. Overall, sev-
eral experiments confirm that a partitioning structure using 
a block tree according to the slice type can be improved 
using multiple block trees according to the regional charac-
teristics of luminance and chrominance.

4.2  |  ABTS with different QTBT 
configurations

In the experiment involving the ABTSds, three parameters 
related to the QTBT partitioning were set differently for 
the single and the dual trees. Table 11 shows several trade-
offs in coding efficiency and complexity depending on the 
ABTSds settings according to MinQTSize, MaxBTDepth, 
and MaxBTSize. The JEM 6.0 CTC configuration was used 
for the dual tree, and the three parameters were changed as 
follows from the CTC settings for the single tree: MinQTSize 
was set from 8 to 4, MaxBTDepth was set from 3 to 4, and 
MaxBTSize was set from 32 to 64.

Similar to the experiment results shown in Table 6, 
the MinQTSize suggests that individual and combined 
changes with other parameters have no impact on the coding 

T A B L E  9   Single tree selection ratios depending on the resolution 
of the sequence and the QP configurations

QP Single tree selection ratio (%)

Resolution: UHD

22 15.7

27 27.8

32 36.9

37 45.8

Resolution: HD

22 11.0

27 15.8

32 19.6

37 26.9

Sequence  
(JVET CfE)

QT split syntax (%) BT split syntax (%)

Total Luma Chroma Total Luma Chroma

Resolution: UHD

Crosswalk1 70 86 40 91 115 47

FoodMarket3 63 77 39 82 114 45

Tango1 88 93 74 95 99 79

CatRobot1 84 95 62 89 100 64

DayLightRoad 92 95 77 97 99 86

BuildingHall1 75 95 44 80 101 47

ParkRunning 91 98 85 93 102 86

CampfireParty 90 99 69 97 103 75

Resolution: HD

BQTerrace 96 97 91 99 127 47

RitualDance 83 94 60 91 100 66

Timelapse 95 97 86 98 99 90

BasketballDrive 69 81 46 76 86 50

Cactus 94 98 85 97 100 87

Average 199 84 93 66 91 103

T A B L E  1 0   Rate of increase in the 
number of bins for QT and BT on the 
ABTS in comparison with the JEM 6.0 AI 
configuration (AI, JEM 6.0 (Anchor: JEM 
6.0 RA))
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performance compared to ABTS. The experimental results 
with altered MaxBTSize showed an average Y BD-rate re-
duction of 0.69% with 270% ETR, which suggested a sig-
nificantly enhanced coding performance compared with the 
change in MaxBTDepth with an average Y BD-rate reduction 
of 0.32% and 345% ETR. Experiments containing more than 
two parameters showed ineffective trade-offs with 305%–
405% in the ETR. In particular, when the MaxBTDepth and 
MaxBTSize were changed together, an average Y BD-rate 
reduction was −0.93% with 403% ETR, which was much 
less efficient than the altered MaxBTsize. Therefore, we con-
firmed the maximum efficiency of coding performance when 
the parameter changes in MaxBTSize were used in the vari-
ous ABTSds experiments.

In addition, in the results of all experiments, the coding 
efficiency of the chrominance region was reduced with re-
spect to the ABTS. Therefore, the RDO of a single tree was 
further compared with that of a dual tree according to param-
eter changes in the single tree. Thus, the coding performance 
of the single tree was improved and the selection ratio of the 
single tree increased at the optimal tree decision stage of the 
ABTS. As a result, the performance of the chrominance re-
gion was reduced in the experiments by decreasing the se-
lection ratio of the dual tree, resulting in enhanced coding 
efficiency of the chrominance region.

5  |   CONCLUSION

An ABTS was presented in this paper to improve the QTBT 
partitioning structure. The proposed tree decision using 
RD cost comparison of the dual and single trees resulted in 
bit-saving, suggesting improved partitioning of the struc-
ture using a block tree based on slice type. This approach 
minimizes redundant signals generated in the luminance and 
chrominance regions in I slices. In addition, different block 

partitioning configurations for each tree improve the coding 
efficiency of the proposed method. The experimental results 
showed an average reduction of 0.24% in Y BD-rate with 
225% encoding complexity without affecting the decoding 
complexity when compared with the intra-coding perfor-
mance of JEM 6.0 CTC. In addition, the encoding complex-
ity can be reduced to a level similar to that of the anchor 
through parallel processing.
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